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Resumen

En el reconocimiento de nimeros, uno de los desafios es la alta dimensionalidad de los
datos que afecta el rendimiento de los algoritmos. El reconocimiento de patrones per-
mite establecer propiedades clave entre conjuntos de objetos. En este contexto, la teoria
de conjuntos aproximados juega un papel importante al trabajar con el concepto de su-
perreductos que son de hecho subconjuntos de atributos que preservan la capacidad de
todo el conjunto de atributos para distinguir objetos que pertenecen a diferentes clases.
Desafortunadamente, encontrar esta reduccién para grandes conjuntos de datos tiene
una complejidad exponencial debido a la cantidad de objetos por clase y la cantidad de
atributos por objeto. Este articulo propuso un nuevo enfoque para tratar estos proble-
mas de complejidad presentes en conjuntos de datos reales para obtener un discriminador
lo suficientemente cercano a un minimo. Aprovecha el trasfondo teérico de la teoria de
conjuntos aproximados, considerando especialmente aquellos superreductos de longitud
minima. En la literatura, existe un algoritmo para encontrar estas reducciones de lon-
gitud minima. De hecho, funciona bien para una pequena muestra de objeto por clase
de todo el conjunto de datos. Para ampliar la capacidad de esta lista de superreductos
para retener la capacidad de discernir sobre un enorme conjunto de datos, se realiza la
evolucién, tomando como poblacién inicial un subconjunto de la lista completa de su-
perreductos. El discriminador propuesto se evaliia y compara con algoritmos de tltima
generaciéon y el rendimiento declarado del conjunto de datos para diferentes modelos.

Palabras clave: reconocimiento de patrones, complejidad exponencial, clasificacién
numérica manuscrita, superreductos, redes neuronales, precisién, estrategia evolutiva,
longitud minima.



Abstract

In number recognition one of the challenges is the high dimensionality of data that affects
the performance of algorithms. Pattern recognition allows establishing key properties
among sets of objects. In this context, Rough Set Theory plays an important role as
working with the concept of super-reducts which are in fact subsets of attributes that
preserve the capability of the entire set of attributes to distinguish objects that belong to
different classes. Unfortunately, finding this reducts for large data sets has exponential
complexity due to the number of object per class and the number of attributes per object.
This paper proposed a new approach for dealing with this complexity problems present
in real data sets to obtain a close enough to a minimal discriminator. It takes advantage
of the theoretical background of Rough Set Theory, specially considering those super-
reducts of minimal length. In literature, there is an algorithm for finding this minimal
length reducts. In fact, it performs well for an small sampling of object per class of
the entire data set. To extend the ability of this super-reduct list to retain the ability
of discern over a huge data set evolution is performed, taking as initial population a
subset of the entire list of super-reducts. The proposed discriminator is evaluated and
compared against state-of-the art algorithms and data set declared performance for
different models.

Keywords: pattern recognition, exponential complexity, handwritten number classifi-
cation, super-reducts, neural networks, accuracy, evolutionary strategy, minimal length.
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Chapter 1

INTRODUCTION

Handwritten number recognition implies great challenges due to the huge quantity of
information that is required for training a classification model [1], [2]. Moreover, the
multiple difference of inputs, the distinct ways of interpreting as humans a handwritten
text allow us to think that our brain only consider a reduced amount of all the informa-
tion received by our senses. In this research work, a new approach for optimal selection
of features for handwritten number recognition is proposed to find a close enough to a
minimal subset of attributes that preserve the capability of the entire set of attributes to
distinguish objects that belong to different classes. For this purpose, Rough Set Theory,
artificial neural networks and evolution algorithms play the key roles.

For machine learning models, having a high dimensionality of data causes multiple
problems in complexity time and performance for accurate object recognition or classi-
fication. In fact, train the model with a large number of features becomes difficult as
the number of operations raises exponentially [3], [4]. In reducing the dimensionality, is
crucial to ensure that essential information is preserved considering every aspect of the
classes that are part of the entire set. As the performance of algorithms can be degraded
by data sets that contains large number of attributes by reducing the training of models
reduces in complexity being specially useful for image recognition, text mining or big
data [5], [6], [7], [8].

Rough Set Theory (RST) handle features reduction ensuring that the ability of dis-
cern between sets of objects is preserved. Another key point in this theory is that every
aspect of this objects is considered [9], [10]. Following this technique it is ensured that
every potential useful information is retained. The concept of reduct in RST states it
as a subset of attributes that preserve the discernibly capacity of the entire set of at-
tributes [I1]. Hence, by its definition it matches as a candidate for using them in feature
selection for machine learning models. Several algorithms have been developed during
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last years such to compute a single reduct as [12], [13], or [I4]. There are also those to
compute the entire set as [I5], [16]. In our case we focus our attention on an algorithm
that searches for those reducts of minimal length such as [I7]. However, finding this
reducts over an entire data set is an NP-hard problem, for this reason we use the power
of artificial neural networks and evolution strategy to extend the discern capability of a
reduct found over a sample of the entire data set.

In literature, there exist algorithms for dimensionality reduction such as PCA [I§],
LDC [19] or GDA [20]. Nevertheless, the theoretical background do not ensure to be
strong for classification over machine learning models; we do not either ensure to preserve
a minimal quantity of features such that prediction can be preformed with accuracy.
Thus, in this paper, we propose a new approach to build a close enough to a minimal
subset of features to ensure precision over accuracy for Handwritten Digits.

The rest of this paper is organized as follows. In Chapter II we formally describe
a reduct for a boolean matrix, artificial neural networks, and evolution strategy used
to achieve an equal or closed enough to a minimal subset of features. The data set
MNIST is used to perform all the calculations, assesment metrics and present results.
Then we detail our method and experimental configuration. Chapter I1I gives the results
and analysis of the study. Finally, some conclusions and future works are presented in
Chapter 1V.
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Chapter 2

MATERIALS AND METHODS

In this chapter, the theoretical background is introduced in order to understand every
step of the proposed algorithm. The algorithm as the first three sections of the chapter
is divided in three key components: Rough Set Theory, Neural Networks and Evolu-
tionary Strategy. The following sections describes the data set used and finally all the
components are combined to explain in detail the proposed method.

2.1 Rough Set Theory

Let U be a finite non-empty collection of objects and A a finite non-empty set of at-
tributes. For every attribute a in A there exist a set V, called the value set of a and a
mapping o : U — V,. Also the attributes of A are divided into decision attributes D
and condition attributes C' such that A=C UD and C N D # Q.

Let B be a condition subset of attributes of A. The Indiscernibility Relation is defined
as:

IND(B|D) = {(z,9) € U|[a(w) = a(y)¥a € B] V [6(z) = 6(y)]}

where «(z) is the value attribute defined previously and d6(x) is the value of the
decision attribute. Hence, the set of all pairs of objects that cannot be distinguished
between different classes by the attributes of B and the elements of the same class belong
to the indecirnibility relation for B.

The concept of a decision reduct is important as it is defined in terms of the previously
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defined indecirnibility relation. In a decision systems DS this decision reduct allows us
to distinguish between objects that belong to different classes.

Definition 1. Let D be the set of decision attributes and C' be the set of condition
attributes of a decision system DS, the set B C C is a decision reduct of DS if:

1. IND(B|D) =IND(C|D)
2. Vbe B,IND(B —{b}|D) # IND(C|D)
For simplicity, decision reducts will be simply called reducts.

A binary table where rows represent comparisons of pairs of objects of different
decision classes and columns are condition attributes is called a Binary Discernibility
Matrix DM. The discernibility element dm;; € {0,1}. dm;; = 0 and dm;; = 1 means
that the objects of pair denoted by i are similar or different respectively in the attribute

7

Definition 2. Let DM be a discernibility matrix and r; be a row of DM. rg is a
superfluos row of DM if there exists a row r in DM such that Ji|(r[i] < ri[i]) AVi|(r[i] <
r,[i]) where r[i] is the i-th element of the row r.

There is a related concept in Testor Theroy where they call the matrix obtained by
removing every superfluous row matrix as Basic Matrix [21]. For simplicity we will call
to the Binary Discernibility Matrix as basic matrix. Recall from [22] that the reducts of
a decision system can be calculated from this basic matrix, which is an important fact
to consider for the development of the algorithm.

A super-reduct is a subset of features that discerns between objects that belong to
different classes.

Definition 3. Let BM be a basic matrix and L be an ordered list of condition
attributes. L is associated to a super-reduct if and oly if in the sub-matrix of BM
considering only the attributes in L, there is no zero row (a row with only zeros).

Proposition 1. Let BM be a basic matrix and L be an ordered list of attributes.
If 3¢, € L such that emp A cme, = (0,..,0). Then, L is not associated to a reduct.

Where emy, and cm,, are the exclusion mask and the cummulative mask respectively
defined in [I7]. Proposition 1 ensures that no superfluous attributes are present in the

reduct. This proposition is used to evaluate if a super-reduct is a reduct.

The minReduct [17] algorithm supports most part of the theoretical background
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needed. In our work we make use of their algorithm and only declare declare those
definitions and propositions that were explicitly used.

2.2 Neural Networks

Feed-forward back propagation neural networks have gained their reputation due to their
high use rate among the time [23]. They are present in several fields as prediction image
recognition as in [24], [25], medicine problems [26],chemistry problems [27], oil and gas
industry [28], water level prediction [29].

Their repercussion an usage made them the best candidate for using their properties
for feature selection. The theoretical background consider the concept of neurons. Each
of this is the composition of a linear regression, a bias and an activation function. This
neurons are ordered by layers and their connections are known as weights. The first
layer is the input layer and the last one is known as the output layer. All the layers in
between are called hidden layers [30].

The back-propagation algorithm disperses the output error from the output layer
through the hidden layers to the input layers so that the connection between the neurons
can be recurrently calculated on training looking forward to minimize the loss function
in each training iteration, so that with the enough quantity of data and training we are
able to classify and predict [31]. The definition of accuracy in fact is the number of
correct predictions divided by the total number of predictions and its value lays in the
interval [0, 1].

2.3 Evolutionary Strategy

In evolutionary strategy the main idea follows this behavior: from a population of in-
dividuals within in an environment with limited resources, a competition for those re-
sources is performed so that the survival of the fittest as natural selection does plays its
role. From generation to generation the fitness of the population is increased. Given a
metric on how to evaluate the quality of an individual it is treated as a function to be
maximised.

For an initial population we can initialize randomly in the domain of the function.
After that we apply the metric as an abstract way to measure how fitness an individual
is, where a higher value implies better. We must ensure that only some of the better
candidates are chosen to seed the next generation. This is performed by applying mu-
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tation and/or recombination to them. Mutation is applied to an individual by altering
some of their attributes resulting in a new individual. Recombination performed to two
or more selected individuals, called parents, producing one or more new individuals,
called children. By executing these operations on the parents we will end with a the
next generation, called the offspring.

These new generation retains at least all the best from the previous one, being
variation operations the way to increase fitness in further generations. This process
has an stop criteria so that new generation creation is iterated until an individual that
satisfies the metric, in a defined level, is found or computational iteration limit is reached
[32], [33].

2.4 MNIST Data set

For a real testing purpose, a widely used data set in machine learning is required. The
MNIST is a data set of handwritten digits which has been used for several classification
and prediction models and all their values are reported officially. Handwriting recogni-
tion is a difficult task as mentioned due to the high number of attributes (pixles in the
case of images) and what makes specially difficut to this data set is the huge amount of
images for training (60,000) and testing (10,000). These are binary images centered at
28 pixels per 28 pixels. [34].

2.5 Proposed method

In this section we introduce the method proposed for reaching a close enough to a
minimal subset of attributes able to distinguish between elements of different classes.
For this purpose we dive the algorithm into two stages.

The first stage is to find a subset of reducts. As dealing with the entire 60,000
training images is impossible for memory and time complexity of the NP-hard problem
we decide to randomly select a sample of 10 objects of each class. As in the MNIST data
set each pixel is in the range of [0,255] we set the threshold to 100, so that every pixel
with a value high to 100 was set to 1 and everything else to 0. This number of elements
and threshold was chosen by experimentation as the minReduct algorithm performed
better for the basic matrix generated from this objects.

The second step is to sort in lexicographical order as detailed in minReduct but with
the difference that we move each of the columns to place each of the ones on the rows as
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C3 | Co| C1 | Co | Cq |Cy Cq
I I e /R N e
11 1{0[{0]0 |0 O
110 1{0]0 |0 O
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0OjJoLO0jJoOo[1 1 1

Figure 2.1: Reduct list search performed over the rearranged basic matrix

close to the left as possible, so that we form an upper-triangular representation. Consider
that this matrix is not necessarily square so we only want to ensure this triangular
representation as close as we are able. All this column changes must be storaged in
order to translate to the original indexes after the algorithm finishes.

The third step is to choose the number of reducts desired to find, this number is
required as represent the number of individuals in a population when evolution is per-
formed. A variation to minReduct is performed to do it, we first search for a maximum
length limit and when found every time that a super-reduct is found we evaluate Propo-
sition 1 to evaluate if it is a reduct or not. Once all the desired number of reducts are
found we are able to proced to the next stage of the algorithm where neural networks
and evolutionary strategy are combined.

Deep neural network
Input layer Multiple hidden layers Output layer

~«— parameter 3
~— parameter n

~«— parameter 7

2| ~<«— parameter 2

i o3 Gl

Figure 2.2: Individual relation to neural networks
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For evolutionary strategy, as the initial population is the list of reducts found we
ensure to mutate each candidate once for allowing enough variation to begin. Then we
save the best candidates and use Univariate Marginal Distribution Algorithm (UMDA)
[35] for next generation creation. The fitness function is defined as the accuracy on the
feed-forward back propagation neural network model. To ensure that we reach a close
to a minimal subset of attributes we only perform mutation at a 0.5% rate. Finally, we
must define a prediction accuracy threshold as stop criteria or a maximum number of
generations so that the algorithm is able to finish.

2.6 Experimental setup

For the sampled sub set of features we decide to choose randomly 10 objects of each class.
A class is the group of all digits from 1 to 9 labeled with the same decision attribute.
With the threshold established to 100 we proceed to binarize the matrix of comparisons
of each pair of selected elements removing all the superfluous rows. After this process
the lexicographical order is performed and the matrix is rearranged moving all the ones
to the left searching for an upper triangular representation. all the indexes are storaged
to be translated at the end.

Once all this has been performed the min Reduct algorithm is executed but with some
changes. The first step is to search for a maximun length bound. For accomplishing
it multiple maximum lengths are evaluated under a period of time, once it is reached
the minimum found is considered as the general maximum length. With this value,
minReduct runs again but every time that it founds a super-reduct it evaluates if it is
a reduct so that it can be appended to the solution list. A maximum number of desired
reducts is previously declared so that when the solution list reaches that quantity the
algorithm finishes. If not, it will search until the and and return all of the reducts found.

This solution list is translated to the original indexes and mutated in a rate of 0.5%, or
three random features in order to create the initial population for evolutionary strategy.
For next generation creation it uses marginal probability in order to keep all those key
features and mutation is performed in the same rate in order to grow slowly for just
adding the minimum features from generation to generation. this allows to ensure that
when we reach a solution the biggest possible variation from another one is at most in
the same rate of the mutation 0.5%.

For fitness function, the neural networks play their role. The topology used is an
input layer with the same number of neurons as the length of selected features for the
current individual to be tested. As activation function relu is used. For hidden layers
there are two, the first one with 52 neurons and the second one with 26 neurons, both
use the same relu activation function. The output layer uses softmax as activation
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function and has 10 response neurons as there are 10 classes in our data set. Also we
use as loss function Sparse Categorical Cross-entropy, used 10 epochs and set batch size
equal to 1/5 of the training samples. All definitions are described in [36], [23].

The stop criteria is based on the whole data set perform ace considering all the
attributes. So we set our threshold for accuracy to the maximum reported accuracy
minus 0.04. Once a subset that satisfy this accuracy is found is reported as a solution
and the algorithm finishes. In case it is not found at the beginning of the evolution is
declared a maximum number of generations. For us this value was set to 100.

With the same topology previously declared the model is trained with some variations
when a solution is found. Stratified K-Folds cross-validation are performed for 5 folds
over the whole train set each fold with 20 epochs whit the same batch size. For evaluating
the performance of the solution one-vs-all multi-class classification metrics are calculated.
For achieving it, over the same declared topology, Stratified K-Folds cross-validation is
used for model training with only two folds [37]. In general terms, this neural netowrk
model is evaluated by accuracy-vs-epochs, loss-vs-epochs, multi-class precision. We also
present one-vs-all ROC curves and AUC scores [38], and one vs all precision vs recall
metrics [39]. Moreover, the subset of features is evaluated by using it on some of the
declared models in the documentation of the MNIST data set.

Python in language version 3.7.10 was used to implement all the source code [40].
Scikit-learn (SKlearn)library [41] and Keras [42] were also used.
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Chapter 3

RESULTS AND DISCUSSION

In this chapter the assessment metrics calculated over the proposed model with the
selected subset of features are discussed. The initial population had a length of 13
attributes per individual and a total of 20 individuals per population was used. The
subset obtained has a length of 152 attributes, which represent a total of 19.38% of the
total 784 pixels per image.

3.1 Performance evaluation
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Figure 3.1: Accuracy vs Epochs Figure 3.2: Loss vs Epochs

To evaluate accuracy and loss metrics the first step was to reduce the train and test
sets considering only those 152 attributes (columns). With this new data set, the training
process was performed and the testing over unknown data (10.000 images) returned the
following results.
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From Figure 3.1 we evidence how on each fold the accuracy in the model increases to
higher values really close to 1. In fact, the reported accuracy for the model was 99.36% on
training and 97.45% on validation. In terms of loss, it was reported a 0.0297 on training
and a 0.0860 on validation. We can also evidence how the model is not over fitted in
Figure Its also clear that training and validation converge after some epochs, in
spite of the curve being slightly different at the beginning. This can be interpreted as a
good reason to state that the model fits the data and any variation is not going to be
statistical significant.
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Figure 3.3: Confusion Matrix for the model trained with the resultant selected attributes

We present in Figure the confusion matrix to analyze how classification and
prediction is performed between multiple classes, this allows us to check not just a well
performance, it also allows us to know where wrong predictions are happening. As the
diagonal is mostly highlighted this shows that the model is able to distinguish between
all the objects of the different classes. As error rate predictions in ether case is not grater
than 1.55% we consider this value not significant.

For analyzing precision on prediction we present the ROC curves for all one-vs-all
with their corresponding area under the curve (AUC). In Figure We evidence an AUC
approximately to 1 for every one-versus-all cases. This implies that the model has an
strong performance in distinguish between all classes. Hence, we are allowed to interpret
that those points chosen by the subset of attributes are able to discern, clearly classify,
and predict between all classes. A higher precision and recall score is related to a better
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performance of the model. As presented in Figure [3.5] in average the precision value is
close to 0.99 so the ability of the model to predict each of the classes is confirmed.
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Figure 3.4: ROC Curve one-vs-all Figure 3.5: Precision-vs-Recall one-vs-all

We would like to emphasize how following this approach we a evidencing of a reduc-
tion of more than the 80% of the features is able to keep at least 97% of the accuracy
with the ability of fully discern between object and classes.

3.2 State of the art-based comparison

As mentioned we can evaluate the performance of the model against the error rate
reported in the MNIST documentation for other models.

Table 3.1: Solution subset of attributes evaluated in different reported models

Reported Test | Replicated Test Replicated Test
Classifier Model Errot: Ra.te (%) Errot: Ra'te (%) Er.ror .Rate (%)
considering all | considering all | considering selected
the features the features features only

Linear classifier (1-layer NN) [43] 12.00% 12.70% 14.29%
K-nearest-neighbors, Euclidean (L2) [43] 5.00% 3.35% 4.35%
40 PCA + quadratic classifier [43] 3.30% 3.74% 5.36%
SVM, Gaussian Kernel [34] 1.40% 3.34% 3.06%
2-layer NN, 800 HU, Cross-Entropy Loss [44] 1.60% 1.86% 3.73%
3-layer NN, 500+'3.00 HU, softmax, 1.53% 1.79% 9.59%
cross entropy, weight decay [34]

We are able to evidence from Table [3.1] that all models that used the attributes
selected preserved the error rates in a small range no bigger than a 2%. As the classifier
models differ significantly in their approaches of training and prediction and the error
rates is preserved we can ensure that the selected features are certainly the most relevant
for distinguishes purposes over the entire data set. In terms of computational and time
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complexity every classification model can be considered as less complex and also faster
as less operations are preformed and less data is being used.

Even in the case of using a reduction method it performs well, PCA is reducing
even more the set of features and the quadratic classifier stills preserves its error rate
in range. The same applies for SVM, with the consideration that is the model for
which the solution subset of features perform even better than using the entire set of
attributes. Our reported sub set of attributes reported an error rate of only 2.14%
for neural networks systems while using 19,39% of the total amount of attributes. We
consider to have enough evidence to consider this subset as a minimal enough preserver
of the discernibility capacity of the whole set of attributes.
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Chapter 4

CONCLUSIONS AND FUTURE
WORK

This paper proposed a new strategy to find a subset of attributes able to preserve
the discernibility capacity of the whole set of attributes in a group of classes. By the
theoretical background of Rough Sets we were able to build an initial population of
possible solutions for a sample of the entire data set which settles the beginning for an
intelligent search. Evolution strategy made possible to extend this subset of attributes
to be useful for the entire data set. Mutation also played the role of controller to ensure
obtaining a close enough to a the minimum set of attributes. The fitness function was all
in the filed of neural networks, which made possible to ensure good accuracy levels. With
all this together we found a subset of attributes reduced on more than the 80% of the
total amount of attributes. Recalling what was mentioned on the assessment metrics
calculation and their interpretation with the subset of features found we can build a
model that predicts with an accuracy of over 97%. Moreover, it can discern between all
the classes and their objects. Hence, we conclude that the found subset of attributes is
able to preserve the discernibility capacity of the whole set of attributes in a group of
classes with a minimum length.

Furthermore, experimentation over other models evidence that the computational
cost represented by calculating the reducts is worth it as the subset of features can be
extended for other techniques. Additionally, the huge attribute reduction shows that
not all the information is required for classifying and predicting. As future work, we
propose: (1) to use reducts in average per groups of classes to used more information
of the data set, (2) compare with other reduction techniques and with other data sets,
as well as (3) establishing standard parameters for correctly use of the algorithm just as
the density of 1’s required in a basic matrix for a good performance.
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