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RESUMEN

Gracias a los avances de inteligencia artificial, la capacidad en descifrar las emociones humanas
a partir del rostro se ha convertido en un modo crucial de comunicación. Por lo que se propone un
modelo de reconocimiento de emociones basado en aprendizaje profundo. A partir de 283,9k imágenes,
se realiza la preparación de los datos. Este incluye el preprocesamiento, división y aumento, seguido
de un ajuste fino de una red neuronal convolucional preentrenada. Para el entrenamiento escogen
las imágenes provenientes de AffectNet, donde el modelo clasifica en 7 categorías originales. Luego,
se realiza una evaluación, tomando como base los fotogramas de los rostos en videos detectados
mediante MTCNN, teniendo como resultado una linea de tiempo de las emociones detectadas en el
video de manera agrupada en positivo, negativo y neutro.

Palabras clave: AffectNet, expresiones faciales, mobileNet, MTCNN.
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ABSTRACT

Thanks to advances in artificial intelligence, the ability to decipher human emotions from the
face has become a crucial mode of communication. Therefore, an emotion recognition model based
on deep learning is proposed. From 283.9k images, data preparation is performed. This includes
preprocessing, splitting, and augmentation, followed by fine-tuning a pre-trained convolutional neural
network. For training, images from the AffectNet dataset are used, where the model classifies them
into the original 7 categories. Then an evaluation is performed by analyzing frames of faces detected
in videos using MTCNN. The result is an emotion timeline for the video, with the emotions grouped
into positive, negative, and neutral categories.

Key words: AffectNet, facial expressions, mobileNet, MTCNN.
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Emotion Recognition through Fine-tuned CNNs:
Analyzing Facial Expressions in Videos

Felipe Grijalva, Senior Member, IEEE, Daniel Marin, Member, IEEE

Abstract—Thanks to advances in artificial intelligence,
the ability to decipher human emotions from the face has
become a crucial mode of communication. Therefore,
an emotion recognition model based on deep learning
is proposed. From 283.9k images, data preparation is
performed. This includes preprocessing, splitting, and
augmentation, followed by fine-tuning a pre-trained
convolutional neural network. For training, images
from the AffectNet dataset are used, where the model
classifies them into the original 7 categories. Then an
evaluation is performed by analyzing frames of faces
detected in videos using MTCNN. The result is a
timeline of emotions for the video, grouped into positive,
negative, and neutral categories.

Index Terms—AffectNet, facial expressions, mobileNet,
MTCNN.

I. Introduction

THe recognition of human emotions based on facial
expressions (FE) is an important task that has

applications in fields such as human-computer interaction,
behavioral analysis, and affective computing [1]. According
to Zhu et al. [2], more than 55% of facial expressions are
reflected as emotional information, which is transmitted by
people. Based on this, the development of models capable
of interpreting signals automatically is very valuable to
improve interaction with digital systems [3]. However,
FE are complex and vary depending on cultural context,
physical characteristics, and individual subtleties, making
classification difficult [4].

Advances in convolutional neural networks (CNNs) have
greatly improved accuracy in computer vision tasks, includ-
ing emotion detection [5]. Normally, when deep network
training is done from scratch, it involves the use of large
amounts of data and computational resources, resulting in
a limitation [6]. For this reason, the fine-tuning of a model
called MobileNetV2 has become popular.

The MobileNetV2 architecture is designed to perform
efficient image classification tasks such as facial expression
recognition (FER) [7]. In addition, it is chosen to use the
FE dataset from AffectNet; which contains a base of more
than 1 million images [8].

This research aims to design and build a facial expression
recognition system based on the fine-tuning of CNNs to
classify emotions into three broad categories: positive,
neutral, and negative grouped from the original set of
emotions. The project aims to implement a test system
capable of detecting faces in the video, recognizing the dom-
inant emotions at each moment, and generating a timeline

that summarizes the emotional behavior throughout the
recording.

II. State of the art
This section covers some previous studies on the RES,
databases, networks to be trained and pre-trained in order
to know the accuracy during training and tests performed,
among other noteworthy parameters.

Kuruvayil and Palaniswamy [9] use the images from the
CMU Multi PIE dataset with 0,12% and 0,02% of 750k
images [10] to carry out network training and validation;
respectively. By applying ResNet with 4 residual blocks
containing 2 convolutions for each block, a meta-learning,
a learning rate of 1 hundredth and 1250 epochs, a 90%
accuracy in training is obtained. In addition, to make it
more efficient, the stochastic gradient descent (SGD) is
carried out and through a classification 5 classes of emotions
are obtained, such as disgust, joy, neutral, anger and
surprise. Finally, they use 475 images from the AffectNet
and CMU Multi PIE databases, in order to determine an
average result of 68% of the performance of these tests.

Wang et al. [11] used 4 databases, one of them being
AffectNet. When applying 28,45% of the total images, 280k
and 4,5k are taken as samples for training and respective
tests. From a learning rate of 0.0001, batch size equal to 128,
300 epochs and the GCANet architecture, they obtain an
accuracy that does not exceed 61% for 7 classes of emotions,
joy, anger, fear, disgust, sadness, surprise, neutral.

Likewise, other authors such as Ullah et al. [12] use
2 databases called AffectNet and RAF-DB to compare
their trainings with different architectures. Of which the
AffectNet study base is taken as a reference. Of the total
number of images, 29,16% (291651) and 0,4% (4k) are used
for training and testing the model; respectively. Applying
a combination of VGG-19, ResNet-50, and Inception-V3
extracts the features of the AffectNet images and forges
a more robust assembly. Consequently, it goes through a
CNN and you get an accuracy of 89% for either training or
testing, as they handle the same dataset. Finally, they apply
a Softmax classifier to define the 7 emotions mentioned in
the previous case.

Although there have been several studies that seek to
improve network performance, there are difficulties such
as recognizing between anger and disgust or between the
expression of fear and surprise. Magherini et al. [13] is
a case study, where they used 70%, 10% and 20% of
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a total of 320k images, during training, validation and
testing (TVT); respectively. They applied a learning rate
of 0,001, inceptionResNetv2 architectures for classification
and ResNet50v2 in validation, reaching accuracies of more
than 96% in any of its TVT stages. Emotion detection was
performed on subjects viewed through a webcam.

Based on 9k images made up of videos of 30 participants
and complemented with the AffectNet base, 70% of the
training is carried out and both validation and testing 15%.
This was established by Shomoye and Zhao. [14] They
also applied a MobileNet-based CNN whose batch size is
16, used a dropout rate of 0,5, regularization equal to 0,3
and about 100 epochs to obtain an accuracy of 77% in
training. However, it should be noted that of the 11 types
of emotions, four were carried out: joy, neutral, boredom
and confusion.

III. Methodology
The proposed model involves developing a FER system
to obtain information about a person’s emotional state.
Figure 1 shows a general procedure that starts from the
preprocessing of the data to obtaining a detailed view of
the person’s emotional change through a video.

Figure 1. Block diagram of the proposal

A. Data preprocessing
By using 28.39% (283,9k photos) of the AffectNet database,
the data is pre-processed. This consists of classifying the
annotated images according to the type of emotion, as
illustrated in Figure 2; which has 7 classes.

Figure 2. Directories for FE

Then, data management is carried out. By applying
PyTorch Lighting, it is ensured that the information
is processed efficiently [15]. To do this, initialization,
configuration and loading of the data is performed.

At the beginning, the main arguments are placed, such as
the address, batch size for training and validation, number
of parallel processes and a proportion in the validation of
the data, which in this case is 20% of the selected images.
In addition, data augmentation is performed for training,
seen in Figure 3.

Figure 3. Data Augmentation

This involves a series of random conversions to increase the
diversity of the images, without the need to collect new
samples. This transformation includes grayscale conver-
sion, defining a size of 224x224 pixels, rotations, flipping,
cropping, color fluctuation, resizing, normalization, and
conversion to tensors. As far as validation and testing are
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concerned, a transformation similar to training is applied,
except that the data augmentation is not placed.

The configuration and loading of the data consists of a
staged organization of training/validation, testing and
prediction, as shown in Figure 4.

Within the first stage, the images are uploaded by class
and a percentage is divided for training and another for
validation. The latter does not require an increase in data
since it focuses on evaluating the performance of the model
[16].

Figure 4. Data setup and upload

In the same way, data augmentation is not applied during
testing, since it consists of evaluating the real performance
of the model. As for the predictions, it ensures that the
results of the images are consistent.

B. CNN finetuning
The finetuning of the CNN is based on a hidden Mo-
bileNetV2 structure and capability placement, defined
through Figure 5.

The MobileNetV2 architecture is composed of several layers
either convolutional complete with 32 filters, maximum
groupings, and rectified linear unit (ReLU) activation
functions [17].

Therefore, hidden layers are used to reduce dimensionalities,
stabilize and improve speed during training, and introduce
a non-linearity function with a low negative gradient, in
order to reduce the problem of possible dead neurons
[18],[19].

Figure 5. CNN

C. Model classification
At the exit of the hidden layers, there are 128 neurons that
pass through classifiers based on emotions, as shown in
Figure 6. The FE classifier contemplates 7 emotions such
as:

• Joy.
• SadneFs.
• Anger.
• Disgust
• Fear.
• Neutral.
• Surprise.

Then, they are grouped into 3 classes, obtaining positive,
negative and neutral emotions.
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Figure 6. Model classification

For the tests, the detection and classification of EF is
carried out from a video with MTCNN. This comprises 3
stages CNN:

• P-net: used to define bounding box regression windows
and vectors to perform a preliminary detection where
faces might be present.

• R-net: refines the P-net output proposal and performs
calibration in the regression to eliminate false posi-
tives.

• O-net: similar to the previous network, except that
it detects the key facial points for the eyes, nose and
mouth.

Therefore, MTCNN can be described as a CNN framework
that aims to detect and align faces (see Figure 7).

Figure 7. Face detection with MTCNN

Then, the video is uploaded and a resize is performed on the
image. Thanks to this model, the type of FE is predicted,
whether neutral, positive or negative.

For the implementation of face expression recognition
model, the Python code available in this repository,
which provides a practical and detailed approach to
leveraging AffectNet for facial expression analysis.

IV. Results and discussion
According to the selected database, each type of emotion
includes between 3803 and 134415 images, seen in Figure
8.

Figure 8. Initial database per class

Expressed as a percentage, 1,3%, 2,2%, 5%, 8,8%, 9%,
26,4% and 47,3% of FE are obtained such as disgust, fear,
surprise, anger, sadness, neutral and happiness; respectively,
as shown in Figure 9. This implies that there is a majority
in the number of images that express joy, with the least
amount being the emotion called disgust.

Figure 9. Emotion class distribution

Of the images, 80% and 20% are chosen for training and
validation; respectively, for the proposed CNN. Taking as a
starting point, hyperparameters are configured to balance
effectiveness and efficiency during training. Among them,
the following hyperparameters are defined:

• A learning rate equal to 0,001.
• A batch of 32 implies a balance between training speed

and GPU memory usage.
• Approximately 50 epochs.
• 4 threads are set for parallel processing, so that data

processing can be accelerated.

https://github.com/EDDanielMarin/MMIA-Face-Exp-Recog
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• 7 classes are defined, mentioned above.
• Differentiated learning rates are applied, for regular-

ization and to avoid overadjustment; where there is
a rate of 1e-5 for the base layer and the head of the
proposed model with a value of 0,001. In addition, a
weight decay of 0,01 is used in the trainable layers.

• Finally, the adjustment of the model parameters is
done through the Adam optimizer [20]. For each epoch,
the loss function is sought to be reduced. Figure 10
shows values equal to 0.68 in training and 0.63 for
validation.

Figure 10. Loss training and validation – 7 class

Figure 11 shows how the accuracy of the training and
validation of the proposed CNN reaches values equal to
77,9% and 77,08%; respectively.

Figure 11. Accuracy training and validation – 7 class

Figure 12 shows the performance of the model according
to the 7 classes mentioned above. The confusion matrix
shows a representation of the true and predicted classes in
the model. In addition, it indicates the predictions for each
class. Neutral emotions represent the highest value in the

prediction, that is, they have a value of 81,8%. However,
the lowest prediction is 27,6% corresponding to disgust.

Figure 12. Confussion matrix CNN modified

There are certain emotions that have similar characteristics,
so the model can confuse and represent an image that is
not in accordance with the type of FAITH, as happens with
disgust, fear, and sadness. On the other hand, expressions
such as joy and neutrality are far from the others, as can
be seen in Figure 13.

Figure 13. Visualization of FE by 7 classes

From this, a grouping of three classes is made as follows:

• Neutral:
– Neutral.
– Surprise.

• Negative:
– Sadness.
– Fear.
– Disgust.
– Angry.

• Positive: happiness.
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In this way, predictions of 57,35%, 74,6% and 94,2% of the
neutral, positive and negative emotions shown in Figure
14 are obtained.

Figure 14. Percentage confussion matrix – 3 classes

Figure 15 shows how the group of expressions are well dif-
ferentiated, especially with negative and positive emotions.

Figure 15. Visualization of FE by 3 classes

Figure 16 shows the evolution of each detected image in
a period of less than 20 seconds. That implies that 2 to 4
seconds shows a different emotion.

Figure 16. Emotions probability

Some studies revealed that the CNN models comprise a
dataset not only from AffectNet, but from others observed
in Table I. As is the case of Kuruvayil and Palaniswamy
[9] who use the CMU Multi PIE for training and network
validation; meanwhile in the tests they are handled with
part of the CMU Multi PIE and AffectNet. On the other
hand, Wang et al. [11] and Ullah [12] use several datasets
but independently during each TVT process. However,
there are authors such as Magherini [13], Shomoye and Zhao
[14], and the proposed CNN that through AffectNet carry
out the network model. However, the latter 2 determine
the RES through real-time videos.

Table I
Database TVT

Database [9] [11] [12] [13] [14] CNN
AffectNet X X X X X X

CMU Multi PIE X
RAF-DB X X
FERPlus X
SFEW2.0 X

Videos X X

With respect to CNN architectures, it can be seen from
Table II that most authors employ a specific network, either
ResNet or MobileNet V2. However, there are other authors
such as Ullah et al. combine several architectures with the
purpose of increasing precision in training.

Table II
CNN Architectures

CNN [9] [11] [12] [13] [14] CNN
ResNet X X X

GCANet X
VGG-19 X

Inception-V3 X X
MobileNetV2 X X

Based on the hyperparameters and CNNs established, the
accuracies in the training and validation are obtained, as
indicated in Table III. However, the accuracy of the tests is
also shown. It is observed that some precisions are greater
than those mentioned by Mobilenet, this is because it
uses different architectures combined, so it requires more
processing.
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Table III
TVT Percentage

Sources Training Validation Test
[9] 90% N.M. 68%

[11] 61% N.M. N.M.
[12] 89% N.M. 89%
[13] 96,9% 96,7% 96,9%
[14] 77% N.M. N.M.

CNN base 77,9% 77,08% 75,38%

Where N.M. means “does not mention”.

Table IV shows various FE with which each model of the
network was determined. Some models were grouping the
FE to recognize each emotion.

Table IV
Class by FER - AffectNet

CNN [9] [11] [12] [13] [14] CNN
Neutral X X X X X

Happiness X X X X X X
Sadness X
Surprise X X X

Fear X X
Disgust X X X
Anger X X X

Neutral 1 X
Negative X

Surprise-fear X
Disgust-anger X

Where neutral 1 (neutral and surprise), negative (sad, fear,
disgust and anger).

V. Conclusions
This study confirmed the efficiency of fine-tuning Mo-
bileNetV2 model for facial expression recognition, ben-
efiting from pre-trained networks for faster learning and
reducing the need for extensive computational resources.
Adapting these models to the AffectNet dataset helped
address the specific emotion classification task.

The model’s accuracy improved by grouping emotions into
broader categories like Positive, Negative, and Neutral.
This simplification reduced misclassifications, enhancing
the model’s ability to capture core emotional states.

Hyperparameter tuning further optimized training, stabiliz-
ing learning while preventing overfitting. This allowed the
pre-trained layers to retain their generalization capabilities.

Finally, MTCNN was used for video face detection, enabling
the creation of emotional timelines, which is valuable for
applications in human-computer interaction and affective
computing, offering insights into emotional dynamics across
a video.
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