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RESUMEN 

La pandemia del virus COVID-19 ha tenido un enorme impacto en la sociedad. Millones de 

personas se vieron afectadas por el virus SARSCOV-2, lo que tuvo terribles consecuencias en 

los ámbitos económico y sociales en todo el mundo. Para hacer frente a este problema 

hay que aplicar las medidas necesarias en el momento oportuno, y para ello se necesita una 

previsión eficaz. En este contexto, este trabajo pretende utilizar técnicas de aprendizaje 

profundo, es decir, memoria a corto plazo (LSTM) y redes neuronales convolucionales (CNN) 

con el fin de predecir el número de casos confirmados de COVID-19. En Se compara el 

rendimiento de las arquitecturas CNN y LSTM para predecir el número de infectados a un día 

y a siete días en el futuro. En el experimento de este estudio, los indicadores de error medio 

porcentual absoluto y error cuadrático medio fueron utilizados para examinar la eficacia global 

de ambas arquitecturas. Los resultados indican que el modelo CNN propuesto en este estudio 

supera el de la LSTM, mostrando una mayor eficacia de predicción, obteniendo una puntuación 

MAPE promedio de 0,91 y de 4.85 para la predicción de un día y siete días respectivamente. 

Finalmente se demuestra que el uso de las arquitecturas LSTM y CNN es adecuado para tareas 

de predicción. 

 

Palabras clave: LSTM, CNN, COVID-19, predicción, series de tiempo, aprendizaje profundo. 
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ABSTRACT 

The COVID-19 virus pandemic has had a huge impact on society. Millions of people were 

affected by the SARSCOV-2 virus, and this had terrible consequences in economic and social 

fields worldwide. To deal with this issue, necessary measures need to be implemented at the 

right moment, and for this purpose, efficient forecasting is needed. In this context, this paper 

aims to use deep learning techniques, i.e., long short-term memory (LSTM) and convolutional 

neural networks (CNN) to predict the number of COVID-19 confirmed cases. It compares the 

performance of both CNN and LSTM architectures in forecasting the number of infected one 

day and seven days into the future. In this study’s experiment, the indicators of mean absolute 

percentage error and root mean square error were used to examine the overall efficacies of 

several methods. Findings indicate that the CNN model proposed in this study outperforms that 

of the LSTM, showing a better prediction efficacy, obtaining a mean MAPE score of 0.91 and 

4.85 for one day and seven-day prediction respectively, by applying 10-fold time series split. 

Results show that using both long-short term memory and convolutional neural networks is 

appropriate for forecasting tasks. 

 

Key words: LSTM, CNN, COVID-19, prediction, time-series, deep learning 
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INTRODUCTION 

In recent years, the world’s population has been affected by the SARS-COV-2 virus global 

pandemic [1]. The rapid spread of this virus meant that efforts to counteract it did not yield the 

expected results, thus having more than one hundred million seven hundred thousand 

confirmed cases in little more than two years [2]. At the beginning of the pandemic, the 

detection of the presence of the virus in people was a necessity in order to monitor the status 

and evolution of the virus. For this purpose, there were three different tests: polymerase chain 

reaction (PCR), antigen detection, and antibody detection. PCR detects the presence of 

COVID19 RNA (ribonucleic acid) and yields a result. The antigen detection can detect proteins 

from the nucleocapsid N or of the S1 and S2 spikes and thus define the infectivity of a person. 

Finally, in the case of antibody detection, the presence of immunoglobulin G (IgG) and 

immunoglobulin M (IgM) in a blood sample, serum, or plasma, determines whether a person 

has or recently had the virus [3]. Having virus detection tests available helps to determine the 

number of infected and, thus, the current evolution of the pandemic. However, predicting the 

pandemic evolution in the future could help to counteract it by implementing the necessary 

actions. Some studies based on statistical and mathematical models have played an important 

role in predicting the spread of diseases and epidemiological situations [4]. One of the most 

relevant methods is time series analysis. It analyzes a sequence of data collected over a specific 

time interval in the past, offering a relatively accurate prediction in the short run [5]. Currently, 

machine learning techniques have been gaining popularity in this area [6]. They use historical 

data to learn the stochastic dependence between the past and the present. That means learning 

the behavior of the time series in the past to predict events in the future [7]. For example, 

artificial neural networks (ANN), which have been proven to perform better in classical 

statistical methods, can be applied to perform time series predictions [6], [8]. Among several 

types of ANNs, long short-term memory (LSTM) and one-dimensional convolutional neural 
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networks (CNN) appear as the most practical architectures, the LSTM being the most popular 

with increased use in time series forecasting, reaching successful results. In, [9], was combined 

an LSTM model with PSO (particle swarm optimization) for predicting oil production during 

the exploitation phase of the oilfield, achieving an RMSE (root mean squared error) score of 

2.02. In [10], they used LSTM with dropout to predict water table depth in agricultural areas, 

reaching an RMSE score of 0.142. In [11], was used a stateless variation of the LSTM to predict 

the stock value in the Indian stock market, achieving an RMSE score of 5.897. Moreover, 

traffic prediction was forecasted using a variation of LSTM with connectivity layers, reaching 

an RMSE value of 0.047 [12]. Additionally, a cascaded LSTM has been used to fill incomplete 

logs by [13], having an RMSE value of 0.75. In [14], LSTM models for COVID19 prediction 

were used, obtaining sMAPE (symmetric mean absolute percentage error) score of 0.116 in 

forecasting the spread of the virus in Hubei, China. On the other hand, CNNs are commonly 

used for image processing [15]–[17], and speech recognition [18] in classification tasks. The 

use of CNN in time series prediction is limited, although some works related these models to 

time series forecasting. For example, in [19], was implemented a CNN model for time series 

classification, obtaining a classification accuracy score of 99.7 on the Wafer data set. 

Additionally, some CNN variations were implemented for energy time series forecasting, 

reaching an RMSE value of 2392.88 on a Spanish electricity data set [20]. Furthermore, in [21], 

a CNN’s performance was analyzed with conditioning on the SP500 data set. It reached a 

MASE (mean absolute squared error) score of 0.699. In [22], was predicted COVID19 number 

of cases using a CNN with dropout layer, obtaining an RMSE score of 109.439. Nonetheless, 

they concluded that the limited data was a limitation that could be improved in a later 

investigation. Similarly, in [23], they concluded that using a reduced number of COVID-19 

cases for forecasting tasks limited the performance of developed algorithms. Thus, 

improvement in terms of databases, predicting models, and final decisions are still challenging. 
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In this sense, we propose developing forecasting models based on deep learning architectures 

to predict inflection points (increase or decrease) of COVID-19 infected. The main contribution 

behind the goal is related to improving the baseline methods based on CNN and LSTM 

architectures to achieve satisfactory results.  

In addition, we hope that this investigation and development outcomes provide a clear path to 

the virus’ propagation in the future. It is worth mentioning that the ISO/IEC TS 4213:2022 

standard was used in order to ensure the relevance, legitimacy and extensibility of machine 

learning classification performance assertions [24]. Engineering Design Process [25] was 

considered as a guide for the design of this experiment, from the information gathering to the 

functional structure, implementation and development of this project.  

MATERIALS AND METHODS 

A. Database 

This work considered using the publicly available database from the Novel Corona Virus 

(COVID-19) Cases Data [26]. This database was created and is administrated by Johns 

Hopkins University Center for Systems Science and Engineering (JHU CCSE). They compiled 

information from diverse sources, including the World Health Organization and various health 

institutes around the world. JHU CCSE started the data collection on January 22 of 2020, and 

the fields available in the database include Province/State, Country/Region, Last Update, 

Confirmed, Suspected, Recovered, and Deaths. The number of collected cases is variable in 

the time since the database is constantly updated 

B. Deep learning models 

Deep learning is making significant strides in resolving issues that have long defied the best 

efforts of the artificial intelligence field. Deep learning expands on traditional machine learning 

by incorporating more ”depth” and complexity into the models and modifying the data using 
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various functions that enable hierarchical data representation through several degrees of 

abstraction [27]. These models can solve complex problems exceptionally well and fast, as they 

allow massive parallelization [28]. As a consequence, they have a large learning capacity, 

which allows them to solve classification and prediction problems particularly well [29]. In 

addition to breaking records in speech and image recognition [15], [30], it has outperformed 

competing machine learning methods in tasks including analyzing brain circuits [31], 

interpreting particle accelerator data [32], and predicting the consequences of non-coding DNA 

mutations on gene expression and disease [33]. Deep learning has demonstrated incredibly 

promising outcomes for a variety of tasks in natural language understanding [34], including 

subject classification, sentiment analysis, question answering, language translation, and for 

time series forecasting as well [35]. Two deep learning architectures are going to be used in 

this experiment: a bidirectional long short-term memory (BiLSTM) and a convolutional neural 

network..  

The LSTM network is a deep learning architecture derived from the recurrent neural network 

(RNN) that can learn order dependence in sequence prediction thanks to its ability to store 

information over an extended period of time, influencing the input and output connection [36]. 

It was designed to overcome vanishing gradient problems caused by learning long-term 

dependencies [37]. The base architecture of a modern LSTM is composed of a cell and an input 

gate, output gate, and forget gate, enabling the network to reboot its state. The three gates 

control the flow of information related to the cell, and the cell remembers values across 

arbitrary time intervals [38]. There are several variations of this architecture created by adding 

or removing layers and manipulating the network’s components and parameters. One of the 

more interesting variations is the bidirectional LSTM or BiLSTM, which has outperformed the 

basic LSTM in areas like multiple speech disfluencies detection [39]. The BiLSTM provides 

an additional training capability, as the output layer of the network obtains information both 
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backward and forward simultaneously [40]. This provides better prediction accuracy than the 

regular (unidirectional) LSTM architecture [41]. Convolutional neural networks are a type of 

feedforward neural network that is capable of extracting features from data using convolution 

structures [42]. The convolution and pooling operations introduced in this architecture generate 

deep features that improve pattern recognition and are the heart of the CNN [43]. An important 

part of the convolution operation is related to the concept of affine transformations, in which a 

vector is received as an input and is multiplied with a matrix to create an output. This can be 

applied to any input type, as its representation can always be transformed to a vector [44]. So 

convolution starts with this input and with a kernel or filter that ”slides” across the input, and, 

at each location, the product between the kernel and input element is computed to obtain the  

current location’s output [45]. Convolution happens in the convolutional layer of the network,  

where local conjunctions of features from previous layers can be detected [35], extracting 

features and patterns useful for classification problems. Although its use in the area of image 

processing is the most popular, it has been shown that this neural network model can also be 

used for prediction, and the neural network model can also be used for time series prediction, 

and classification [19].  

C. Proposed method 

We propose using two different deep-learning architectures to perform the COVID-19 time 

series prediction task. The first model implements a bidirectional LSTM or BiLSTM 

architecture followed by fully connected and output layers, respectively. We are working with 

Figure 1: Architecture of the proposed LSTM model 
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a 3-time step input, and because we are working with a univariate series (working with only 

one data source), the number of cases is the only feature. The bidirectional-LSTM layer was 

created by wrapping an LSTM layer with 50 LSTM units inside a Bidirectional wrapper layer. 

This allows the LSTM layer has the advantage of forward and backward simultaneous readings 

of the BiLSTM. Finally, a fully connected layer was added to the model, and a single numeric   

prediction value was obtained as an output. A representation of the aforementioned architecture 

is shown in Figure 1. Two instances of the model are created: LSTM1, for the one-day  

forecasting and LSTM7 for the seven-day forecasting part of this work. The second model is a 

one-dimensional CNN or 1DCNN. It is going to be referred to as CNN throughout this work 

and implements a convolution layer, followed by a pooling layer, a flattened layer, a fully 

connected layer made up of two dense layers, and the output layer. In this case, the 3- time step 

and single feature shape of input are repeated from the LSTM model. The convolutional layer 

contains 64 filter maps and a kernel size of 2 × 2. This layer is followed by a max pooling layer 

that distills the output of the previous layer to its most important components. Then, the feature 

maps are condensed to a single one-dimensional vector using a flattened layer placed before 

the fully-connected layer. The model implements a couple of dense layers that interpret the 

input feature. As this is a one-dimensional CNN, the data is handled like a one-dimensional 

image, as a sequence over which convolutional read operations can be carried out. We will 

have CNN1 and CNN7 for the two different predictions, as with the LSTM1 and LSTM7 

instances. A representation of the described CNN model is shown in Figure 2. 

Figure 2: Architecture of the proposed CNN model 
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D. Experimental setup 

1) Data processing and data set creation: The original database contains the data 

distributed by some features such as Province/State, Country/ Region/ Latitude, and 

Longitude that are irrelevant to the purpose of this work. Therefore, they are removed 

to avoid noise and to focus the model learning process on predicting the number of 

infected cases worldwide instead of by countries/states/regions, etc. In this sense, we 

framed all cases in a single data set, reaching a total number of 1014 data points. Each 

point represents one day from January 22, 2020, to October 31, 2022. Processing the 

data in this way helps us to increment the number of cases for the training task. Since 

we expect to make predictions one and seven days after, it was necessary to create two 

experimental time series data sets called oneDayData and sevenDayData using the 

single-step forecasting technique [45], which obtains the observation at the next time 

step, hence only one-time step is to be predicted from the input, and has demonstrated 

to be more useful than the multi-step forecasting technique [46]. The oneDayData data 

set constructs 1014 data points. On the other hand, the sevenDayData data set takes 

from the original data points sequence, all the points with a seven-day apart, resulting 

in 144 data points. 

2) Training, validation and test sets: As data pre-processing, we first divided a sample of 

100 data points for the oneDay prediction models and 20 data points for the sevenDay 

prediction models. This left the oneDay and sevenDay models with 914 and 124 data 

points, respectively. In order to test the model’s performance, we utilized a variation of 

the traditional cross-validation called time series split with k = 10 [47], which is 

frequently used in time series forecasting problems. Similar to the random split 

methods, the goal of the time series split is to verify the model’s predictability 

regardless of how the different data sets are divided. Nevertheless, as we won’t be able 



17 
 

to train on ”future” data, the time series split makes sure the validation data sets are 

either more recent or older than the train data sets, which is more realistic. 

3) Model configuration: For all models, CNN and LSTM, there were many similar 

hyperparameters, so a general model will be discussed to explain them. To begin with, 

the base model was set up with an Adam optimizer, used to update the weights and bias 

[9]. The learning rate used with the optimizer was set to 0.0001 samples. For both 

models created to predict the number of cases a single day into the future, LSTM1 and 

CNN1, the models were trained for 2000 epochs. For the remaining models, LSTM7 

and CNN7, the number of epochs was increased to 2500 epochs due to the fact that the 

amount of available data is lower (as a result of the pre-processing process), and we 

seek to compensate this fact increasing the number of epochs. 

4) Assessment metrics: The models were assessed using test data for each training instance 

in order to forecast the number of cases in the future and to calculate the mean absolute 

percentage error (MAPE), RMSE, and mean absolute error (MAE) [9]. Firstly, mean 

absolute percentage error is the ratio between the absolute difference between the 

projected and true values, divided by the true values. The root mean squared error is an 

extension of the mean squared error (MSE), or average of the error squares. Finally, the 

mean absolute error (MAE) is the average of the absolute difference between actual and 

predicted values. The model’s performance was evaluated using the mean absolute 

percentage error, and the one with the slowest value was selected as the best one. We 

consider using the MAPE metric instead of MAE and RMSE due to its practical 

interpretation of obtained results in the same scale. Because the number of infected are 

of a large magnitude (millions), the other metrics are no longer appropriate for 

evaluating the models’ performances [42], although they will be used as support 

metrics. 
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RESULTS AND DISCUSSIONS 

The experimental results are divided into the models’ evaluation in the training set using the 

time series splits schema and the test set, which includes data points external to the training 

process. 

A. Performance evaluation in the training set 

The trained models were assessed using the corresponding testing set for each fold. The 

performance evaluation of the proposed methods in terms of the evaluation metrics can be read 

in Table 1. Where the results for the oneDay and the sevenDay forecasting with the best metrics 

are highlighted. LSTM1 and CNN1 were the models created to perform oneDay forecasting 

with the OneDay data set. On one hand LSTM1 had its best performance in the 2000th epoch, 

reaching a MAPE score of 1.74 and a standard deviation of 1.17. On the other hand, CNN1 

reached its best result on the 1995th epoch, obtaining MAPE score of 0.91 and a standard 

deviation of 0.66. Both of these models show great performance, with an error lower than than 

1% and a small standard deviation relative to the metric’s score. The models developed to 

conduct sevenDay forecasting using the SevenDay data set were LSTM7 and CNN7. On the 

one hand, the 2500th epoch saw LSTM1 perform at its best, with a MAPE score of 8.87 and a 

standard deviation of 3.61. The 2500th epoch also saw CNN1 achieve its highest performance, 

with a MAPE score of 4.85 and a standard deviation of 3.92. With accuracy more than 90%, 

and a low standard deviation relative to the metric’s score, both of these models exhibit a good 

performance. In the case of the oneDay forecasting, the CNN1 model seems to outperform the 

LSTM1 model. From Table 1, it is possible to read that the CNN1 MAPE score is lower than 
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that of the LSTM1 architecture. Nevertheless, the model’s performance difference with the 

LSTM1’s was not very significant, having a variation of less than 1%. However, CNN1 and 

LSTM1 scored a RMSE of 49525.91 and 197996.90 respectively, having a significant 

difference proving that in fact CNN1 had a more successful training. Figure 3. a) shows the 

loss relative to the epoch during training stage, showing an effective training with both the train 

and validation curves close together and with no sign of overfitting. The CNN1 model appears 

to perform better than the LSTM7 model in the sevenDay forecasting scenario as well. It is 

clear from Table 1 that the LSTM7 MAPE score is inferior to of the CNN7 by a considerable 

difference. Figure 3. b) shows the loss relative to the epoch for the CNN7 model during training 

stage. The figure shows an effective training, with both curves reaching a loss lower than 10%, 

Table 1: Training performance results of deep learning models. The best performing model was selected for oneDay and 
sevenDay forecasting, and are highlighted on the table 

u- units; mean and standard deviation of metrics MAPE, RMSE, MAE over ten-folds 

Figure 3: (a) CNN1 test/train model loss (b) CNN7 test/train model loss 
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and no apparent overfitting. Additionally, Table 1 shows that for sevenDay predictions, the 

MAPE and its respective standard deviation was relatively higher than the oneDay predictions. 

The way the data splits were performed, using time series split, may have affected these average 

values, as the first folds start with a relatively small amount of training values, resulting in a 

high MAPE. 

B. Performance evaluation in the test set 

Using the two models chosen in the previous epigraph, CNN1 and CNN7, respectively, were 

subjected to the combinations testOneDay and TestSevenDay. This makes it possible to 

confirm the generalization ability of each model’s prediction. 

The best performing model trained on the last fold of each time series split was used for the 

testing stage of this experiment. Data obtained from the prediction and data regarding the actual 

number of infected worldwide was used to generate a plot and analyze it. This can be found in 

Figure 4. Generally, the closer the lines are to each other the better the prediction performed 

by the model. As the analysis performed for the test stage, the CNN1 (Figure 4 (a)) and CNN7 

(Figure 4 (b)) made really accurate predictions. The curves of the number of current (blue curve 

on the graph) and predicted cases (yellow curve on the graph) match very well, having a similar 

behavior in both CNN1 and CNN7. Despite reaching good test results, CNN1 performance is 

comparably better than that of the CNN7. One of the factors that may have affected the 

Figure 4: (a) CNN1 (b) CNN7 - Predicted vs actual number of cases 
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sevenDay predictions is the data preparation. The data pre-processing, as it resulted in a 

relatively small amount of data points for these cases, and this could’ve affected negatively the 

training of the models. Despite training them with 500 more epochs, the results show that the 

training was not very successful. This means that the data set size was not big enough as to 

train these models. Additionally, Table 1 shows that for these models the MAPE and its 

respective standard deviation was relatively high. The way the data splits were performed, 

using time series split, may have affected these average values, as the first folds start with a 

very small amount of training values, resulting in a high MAPE. The last folds train with a 

bigger amount of data, having better results in all metrics. 

 

CONCLUSIONS AND FUTURE WORK 

From its start, the pandemic had a huge impact on the socioeconomic aspect of the world. The 

solution presented in this paper can prepare the authorities and any person to take the 

appropriate measures to help fight and eventually eradicate the SARS-COV-2 virus. The results 

obtained during the experimentation show that the proposed methods can help predict the 

number of COVID-19 cases effectively, having a relatively low score on the metrics. Both of 

the architectures, LSTM and CNN proved to be very useful while making predictions. The 

amount of data used to make single-day predictions made the training of the models reach very 

good results. Despite the seven-day predictions did not have quite the same results, they still 

offer useful information with their forecasting, making them relevant for this purpose. As future 

work, we plan to experiment with the proposed method using more data points since the 

obtained results for seven-day predictions were affected by the time series split technique, 

which reduced the amount of available data. Additionally, multi-step forecasting could be 
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tested, and compare the results, as it may solve the issue of data reduction to achieve single-

step forecasting with seven-day predictions 
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