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Prediction of transmittance and
reflectance of a dielectric mirror using

neural networks
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de Propiedad Intelectual USFQ, y estoy de acuerdo con su contenido, por lo que

los derechos de propiedad intelectual del presente trabajo quedan sujetos a lo

dispuesto en esas Poĺıticas.
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Resumen

En los últimos años las áreas de ópitca y fotónica han hecho uso extensivo de

las redes neuronales para estudiar la respuesta óptica de distintos dispositivos.

En este trabajo se desarolló una red neuronal capaz de predecir la reflectancia y

transmitancia de 3 espejos dieléctricos de 4, 8 y 12 capas compuestos por dioxido

de silicio (SiO2) y sulfuro de zinc (ZnS). El modelo fue capaz de predecir dichos

parámetros con errores inferiores al 1%.

Palabras clave: espejos dieléctricos, transmitancia, reflectancia, redes neu-

ronales, red neuronal totalmente conectada, red neuronal recurrente
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Abstract

In recent years, the areas of optics and photonics have made extensive use of neural

networks to study the optical response of different devices. In this work, a neural

network was developed capable of predicting the reflectance and transmittance of

3 dielectric mirrors of 4, 8 and 12 layers composed of silicon dioxide (SiO2) and

zinc sulfide (ZnS). The model was able to predict these parameters with errors

of less than 1%. Keywords: dielectric mirrors, transmittance, reflectance, neural

networks, fully connected neural network, recurrent neural network
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Chapter 1

Introduction

1.1 Dielectric Mirrors

Dielectric mirrors are a type of mirror composed by periodic layers of dielectric

materials. Layers are stacked into pairs of high and low refractive indices. This

characteristic allows dielectric mirror to have some importants applications. For

example, the mirror could be set to reflect the light at a certain wavelength while

other rays are simply trasmited [1]. Also, it could be used as a high reflective

mirror with a reflectivity over 95% [2].In addition, it is possible to build up hot

and cold mirrors using this type of [3] [4] [5]. Hot mirrors transmit all the visible

spectrum while reflecting the infrared light. On the other hand, cold ones have the

opposite effect. These properties are why dielectric mirrors are a hot-take research

field.
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Figure 1.1: Diagram of the incident plane

Also, it is important to define the polarization of light since we will use this

in this section to explain how it works dielectric mirrors. As we know light is

composed by the electric field and magnetic field. Both fields are normal to each

other. When light impacts an element we define an incident plane which is formed

by the normal vector of the surface and the ray of incidence. We say that light is

p polarized if the electric field is parallel to the incident plane. On the other hand,

light is s polarized if the electric field is normal to the incident plane. If electric

field is neither p-polarized nor s-polarized we say that the ray is not polarized.

With this we can understand how mirrors works. First, we first consider a

single slab system [6] [7] . Here the reflection angle and the transmittance angle

relates each other trough the Snell’s Law.

n0 sin θ0 = n1 sin θ1 (1.1)
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Figure 1.2: Reflection and transmittance of the light in a single layer system

Equation (1.1) still works if we consider a multilayer system since the refrac-

tion of the n-layer does not depend of its neighbourhoods. Mathematically, the

follow relationship is followed.

n0 sin θ0 = n1 sin θ1 = ... = nN sin θN (1.2)

Due to Maxwell equations the parallel components of the electric field E and

magnetic field B must be continuous in every side of the interface. It is important

to remark that continuity equations will change if light is p-polarized or s-polarized.

Firstly, we are going to dealing with the p case, then the process is similar for the

s-case. According to Figure 1.3 the equations of continuity for p-polarized light

are

cos θj

(
E

(p)
j→e

ikjdj cos θj + E
(p)
j←e

ikjdj cos θj
)
= cos θj+1

(
E

(p)
j+1→ + E

(p)
j+1←

)
(1.3)

nj

(
E

(p)
j→e

ikjdj cos θj − E
(p)
j←e

ikjdj cos θj
)
= nj+1

(
E

(p)
j+1→ + E

(p)
j+1←

)
(1.4)

We add the phase factor kjdj cos θj because the ray acquires a phase every time
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Figure 1.3: Light propagation trough a multilayer system

it traverse a layer of thickness dj. The right-hand side does not have this factor

since the phase it is analyzed in the j + 1 equation.

In the final interface the set of equations is

cos θN

(
E

(p)
N→e

ikNdN cos θN + E
(p)
N←e

ikNdN cos θN
)
= cos θN+1E

(p)
N+1→ (1.5)

nN

(
E

(p)
N→e

ikNdN cos θj − E
(p)
N←e

ikNdN cos θN
)
= nN+1E

(p)
N+1→ (1.6)

We do not consider the term E
(p)
N+1← because there is not a ray reflected in the

final medium.

We can write equations (1.3) (1.4) in a matrix form

cos θje
iβj cos θje

iβj

nje
iβj −nje

iβj


E

(p)
j→

E
(p)
j←

 =

cos θj+1 cos θj+1

nj+1 −nj+1


E

(p)
j+1→

E
(p)
j+1←

 (1.7)

Where

βj =

 0 j = 0

kjdj cos θj 1 ≤ j ≤ N
(1.8)
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We can multiple by the inverse of the matrix of the left-hand side of the equation

this arrives to

E
(p)
j→

E
(p)
j←

 =

cos θje
iβj cos θje

iβj

nje
iβj −nje

iβj


−1cos θj+1 − cos θj+1

nj+1 −nj+1


E

(p)
j+1→

E
(p)
j+1←

 (1.9)

If we substitute j = 0 in equation(1.9) the right hand side turns on the equations

for j = 1, but we can derive the equation for j = 1 using the same linear transfor-

mation. This process could be done recursively until the last layer i.e. j = N + 1.

Hence the final equation for the entire system is

E
(p)
0→

E
(p)
0←

 =

cos θ0 cos θ0

n0 −n0


−1(

N∏
j=1

M
(p)
j

)cos θN+1 cos θN+1

nN+1 −nN+1


E

(p)
N+1→

0


(1.10)

Where

M
(p)
j =

cos θj cos θj

nj −nj


cos θje

iβj cos θje
iβj

nje
iβj −nje

iβj


−1

(1.11)

=

 cos βj −i sin βj cos θj/nj

−inj sin βj/ cos θj cos βj

 (1.12)

We can divide the entire equation by the incident field E
(p)
0→ to obtain

 1

E
(p)
0←/E

(p)
0→

 = A(p)

E
(p)
N+1→/E

(p)
0→

0

 (1.13)
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The term A(p) is

A(p) =
1

2n0 cos θ0

n0 cos0

n0 − cos0

( N∏
j=1

M
(p)
j

)cosN+1 0

nN+1 0

 (1.14)

=

a
(p)
11 a

(p)
12

a
(p)
21 a

(p)
22

 (1.15)

Here we change the second column of the last matrix by a zero column since in the

multiplication by the vector the bottom zero element cancels the entire column.

If we compute matrix A(p) it is simple to reach the transmittance and re-

flectance terms.

tp =
E

(p)
N+1→

E
(p)
0→

=
1

a
(p)
11

(1.16)

rp =
E

(p)
N+1←

E
(p)
0←

=
a
(p)
21

a
(p)
11

(1.17)

So the main goal on every multilayer system it is to compute equation (1.14)

since the information of all the layers it is contained in a very simple 2×2 matrix.

The process to derive the matrices for s-polarized light is relatively similar.

We start from the equations of continuity.

 eiβj e−iβj

cos θje
iβj − cos θje

−iβj


E

(s)
j→

E
(s)
j←

 =

 1 1

cos θj+1nj+1 − cos θj+1nj+1


E

(s)
j+1→

E
(s)
j+1←


(1.18)
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We begin from the matrix form because it is not worthy to rewrite again all the

previous steps. If we take the inverse matrix of the left-hand side of the equations

we obtain

E
(s)
j→

E
(s)
j←

 =

 eiβj e−iβj

cos θje
iβj − cos θje

−iβj


−1 1 1

cos θj+1nj+1 − cos θj+1nj+1


E

(s)
j+1→

E
(s)
j+1←


(1.19)

From here is easy to notice that the M
(s)
j matrix is

M
(s)
j =

 1 1

cos θjnj − cos θjnj


 eiβj e−iβj

cos θje
iβj − cos θje

−iβj


−1

(1.20)

=

 cos βj −i sin βj/nj cos θj

−inj sin βj cos θj cos βj

 (1.21)

Hence the equation of A(s) is

A(s) =
1

2n0 cos θ0

n0 cos θ0 1

n0 cos θ0 −1

( N∏
j=1

M
(s)
j

) 1 0

nN+1 cos θN+1 0

 (1.22)

=

a
(s)
11 a

(s)
12

a
(s)
21 a

(s)
22

 (1.23)

Similarly to equations (1.16) (1.17) the coefficients of transmittance and re-
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flectance are

ts =
E

(s)
N+1→

E
(s)
0→

=
1

a
(s)
11

(1.24)

rs =
E

(s)
N+1←

E
(s)
0←

=
a
(s)
21

a
(s)
11

(1.25)

The previous equations works for any kind of multilayer system. In the case

of a dielectric mirror they consists of a periodic configuration of high and low

refractive indices. So the product of equation (1.10) turns

2k∏
j=1

Mj = (MHML)
k (1.26)

Here 2k = N since dielectric mirror are in pairs high and low layers.

1.2 Neural Networks

We as humans are constantly receiving a lot of inputs of our environment. These

inputs are recollected by our 5 senses and then they are process in the brain. Fi-

nally, we make a decision. This decision could be based on many thing such

as experience, analysis, improvisation, reflexes, instincts, and so on. The main

point here is that the process of receiving and input and generate an output is

well-structured, how efficient and precise are the responses depends of every per-

son. Computer scientist note this and tries to simulate this behaviour trough a

computer, specifically on what they call Neural Networks.
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Figure 1.4: Diagram of how the perceptron works

There are large number of architecture that a developer could choose and

write, but all of them have in common that they use perceptrons. Perceptrons try

to copy what neurons do in our body, this means receive a series of signals, process

them and generate a new signal which will be given to the following perceptrons.

Mathematically, a perceptron is a linear classifier which receives an input vector

x, a weight vector w and bias constant u [8][9]. The weight vector represents

the relative importance of every input channel, hence the vector w has the same

dimension of the vector x. On the other hand, the bias constant is used to adjust

the output of the linear classifier. It is useful to displace the input vector so the

perceptron could classifies data which is not centered at the origin of the plane.

z = w · x− u (1.27)

As we can see in Figure 1.4 after the linear combination the result of equation

(1.27) pass trough an activation function f which is the final signal of the per-
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Step f(z) =

{
1 z > 0
0 z ≤ 0

Sigmoid f(z) =
1

1 + e−z

Tanh f(z) =
ez − e−z

ez + e−z

ReLu f(z) =

{
z z > 0
0 z ≤ 0

Table 1.1: Definition of Step Function, Sigmoid, Tanh and ReLU

ceptron. If we have a single perceptron algorithm f is a step function, but if we

have multiple perceptrons it is possible to use continuous functions like hyperbolic

tangent, sigmoid or rectified linear unit (ReLU). All of those functions are defined

in Table 1.1.

After the step of the activation function the value of f(z) named as y is

used to adjust the parameters of the weight vector to improve the predictions of

the model. Matematically the learning process of the perceptron is ruled by the

equation

w′j = wj + α(y0 − y)xj (1.28)

Where w′j is the new of the j-value of the vector w, wj is the old value, y0 is the

desired output y the prediction of the perceptron and xj the j-element of the input

vector x. The parameter α is known as the learning rate and set the speed of

learning of the perceptron. This value is in the interval 0 < α < 1 where if α tends

to 1 the rate of learning is fast and if it tends to 0 is slower. The performance of

the network is determined by this parameter, so if we want a fast learning but no

precise results we use α near to 1. On the other hand if we want to looking for

patterns and an accurate prediction it is better to set a slow learning rate.
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Figure 1.5: Plots of the four most used activation functions
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The next step is to increase the number of neurons, so we can have a network

of them. If we stack any number of nerons or cells we got a layer. Then we can

put layers in front of others and connect them to have a neural network. The first

layer is the input layer, here the number of neurons must be of the size of the

input vector. The layers between the first and the last are called hidden layer,

the reason of the name is because the user cannot see what is happening with the

data in this stage. Lastly, the output layer is responsible of give to the user the

prediction of the network, as the input layer, the output must be of the same size

of the prediction vector.

The updating of the weight vector works similar as the case of a single

perceptron but now we need to manage the performance of every layer to avoid

random predictions. These is achieved by back-propagating the error of all the

layers through the network. The first thing a neural network does is calculating

the loss function. There are a large number of types of loss function but the most

used is the mean square error.

L =
1

N

N∑
i=1

(Yi − Ŷi)
2 (1.29)

Then occurs the backward pass, which is the computing of the partial deriva-

tive of the loss function in the output layer respect the weight and bias of every

neuron. Here is needed the chain rule to reach the input layer. For the last layer

the partial derivative is

∂L

∂W l
j

=
∂L

∂y

∂y

∂W l
j

(1.30)
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Then the weights are updated using an optimizer which is an algorithm to calculate

the optimal weights in order to minimize the error in the current epoch of the

network. There two most algorithm for optimizers are the Stochastic Gradient

Descent (SDG) and Adaptive Moment Estimation (Adam). We are going to detail

the Adam algorithm.

Firstly we need to compute the first and second moment of the network

which is ruled by the following equations respectively

mt = β1 ·mt−1 + (1− β1) ·
∂L

∂wt

(1.31)

vt = β2 · vt−1 + (1− β2) ·
(

∂L

∂wt

)2

(1.32)

Where β1 = 0.9 and β2 = 0.999 are parameters that represent the exponential

decay rate of the moments. We use those equations to reach the global minimum

the fast as possible and to avoid getting trapped into local minimums. Then we

correct the first and second moment using the following equations

m̂t =
mt

1− βt
1

(1.33)

v̂t =
vt

1− βt
2

(1.34)

We do this since at t = 0 the values of moment are biased towards zero, this

correction solves the bias. Finally we update the weights

wt+1 = wt −
α√
v̂t + ϵ

· m̂t (1.35)
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Where ϵ is a small parameter to prevent the division by 0. In the next subsections

we are going to introduce briefly some types of neural networks and how they

work.

1.2.1 Fully Connected Neural Networks

As it was said, there are many types of neural networks that we can choose. The

election of a certain model it will depend of the type of prediction that we want,

how is structured the data or the limitation of the experiment. Fully Connected

Neural Networks (FCNN) [8] are the most basic type of network. As the name

suggest the main feature of this model is that all the neurons of the layer l are

connected with the the entire neurons of the layer l + 1. This characteristic con-

verts the layer into a function of Rm → Rn. Then the process of prediction is

straightforward. Let denote aj as the output of the neuron j, and wi,j the weight

vector attached to link from neuron i to neuron j

aj = f

(∑
i

(wi,jai)

)
(1.36)

Where f is a nonlinear activation function (see Table 1.1). If we want to see the

network as a whole, equation (1.36) change into

hw = f (n) ◦W(n)f (n−1) ◦ ... ◦ f (2) ◦W(2)f (1)(W(1)x) (1.37)

Here we used W as the weight matrix, W(j) denotes the weight of all the neurons

of the j layer and hw is the prediction of the neural network. Then the back-
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Figure 1.6: Diagram of a simple FCNN of one hidden layer of two neurons

propagation is the same that was describe in the previous section.

We can use the FCNNs in many problems of classification of images and text,

prediction of time series such as traffic flow or demand of goods and voice recog-

nition. The main reason of this is that FCNN are excellent in pattern detection

so if data set follows a certain pattern FCNN could be used.

1.2.2 Recurrent Neural Networks

Recurrent Neural Networks (RNNs) [8] are another kind of neural network.

What makes them different from FCNN is how information flows though the net.

In FCNNs the data is only allowed to move in forward direction. On the other

hand, in RNNs there are cycles in their layers. This causes that Recurrent Net-

works to have an internal state or memory, so the previous inputs of the layer

affects the layer response to the new ones.
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Figure 1.7: Schematic of a dummy RNN, layer z has recurrent connections

To treat the inputs vectors as events that happened in a certain time RNNs

makes and an assumption: a hidden state zt suffices to capture the information

from all previous inputs [8]. Moreover, the process for updating the hidden state

is ruled by the equation

zt = fw(zt−1,xt) (1.38)

Where fw is a parameterized function, typically the activation function.

In the training process we suppose a training data set x⃗,y. Thus, the equa-

tions that describe this stage are

zt = gz(Wz,zzt−1 +Wx,zxt) (1.39)

⃗̂yt = gy(Wz,yzt) (1.40)

Here, we have denoted gz and gy as the activation functions for the hidden and

output layers. Then, the network computes and propagate the error. The main

difference in the calculation of the error is that the algorithm needs to consider

the recurrent cycles of the layer, this is called back-propagation trough time. and

is usually managed automatically by deep learning software systems. Because of

that we need to modify the equations of error and the backward pass.
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L(ŷ, y) =
T∑
t=1

L(ŷt, yt) (1.41)

∂LT

∂W
=

T∑
t=1

∂L

∂W

∣∣∣∣
t

(1.42)

Here we have considered the error through every cycle of the neuron. Using

this the network is able tho back-propagate the error though the time

In conclusion, this type of network is a great tool to analyze sequential

data. For example, RNN could be used in models of Natural Language Processing

because the language has an structure and how a sentence is organized its meaning

might change. Also, RNN are used in meteorologic predictions since the past events

affects the behaviour of the weather.

The goal of this work is to predict the spectrum of reflectance and transmit-

tance of a dielectric mirror of SiO2 and ZnO using a neural network. The results

of this work are going to be used in a future project aimed at inverse design of

dielectric mirrors using neural networks. The main reason we firstly solve the di-

rect problem is because we want to ensure that a neural network is able to predict

those parameters. After that, we are going to use those predictions to use them

as input of other network whose aim is to retrieve the original geometry of the

mirror. The aim of inverse design is to reduce the cost of production since in the

past scientific built mirrors based on trial and error because in many situations is

not obvious the best geometry that solves the problem that we are dealing.



29

Figure 1.8: Diagram of the project
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Chapter 2

Methods

2.1 Simulation and Data Set

The data set for training and testing were simulating from a code written in

C++ that use the differential method [10]. The input vector were composed by

the refractive indices of Silicon Dioxide SiO2 and Zinc Sulfide ZnS in a wavelength

range from 300[nm] to 1200[nm]. These data were extracted from the database

of RefractiveIndex Info. To increase the density between the points given by

database a linear interpolation was done according to the user manual. Then,

this information was used by the code to simulate the response of three different

dielectric mirrors composed by 4, 8 and 12 layers respectively. All mirror layers

have a width of 30 nanometers.

After the simulation the training data set was composed by an input vector
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Figure 2.1: Flow diagram of the simulation process, training and testing of the
Neural Network

of dimension 1200×5 where in the first column was the wavelength, in the second

and thrid column were the real and imaginary refractive index of the SiO2 and in

the fourth and fifth column were the refractive index of the ZnS. On the other

hand, the output vector have dimension 1200× 4 where the first and the second

column have the reflectance and transmittance corresponding to S-polarization

and the third and fourth column have the same data of the P-polarization.

The dataset was split randomly into 2 subsets using a the random seed 42 of

Python. The first subset were the 80% of the data and was used for training the

neural network. The other 20% was split in two parts: 10% for testing and 10%

for evaluation.

2.2 Neural Network

The architecture of the neural network was the following. The first layer consist

of two neurons that received the data of the wavelength. Parallel, there was a

recurrent layer of 66 neurons that received and processed both refractive indices

as a matrix 2 × 2. Then the 2 output vectors were concatenated into one and

then they pass through a FCNN layer of 266 neurons. Finally, the output layer



32

Figure 2.2: Diagram representation of the neural network used in the project,
the last layer represent 4 dimensional prediction vector which consist of S and P
transmittance and reflectance

consist of 4 neurons corresponding to the transmittance and reflectance of both

polarization’s. We used this model based on a grid search where we the parameters

were the number of neurons. Our score was the R2 of the network.

We followed the protocol of a previous work which used recurrent neural

networks [11]. The activation for the neural network was the ReLU function.

The optimazer was Adam and for loss function we used the mean square error

(MSE). For the three simulations we train the neural network in 400, 800 and

1200 epochs respectively. Finally, the neural network was written in Python 3.10.4

using TensorFlow and Keras. The workstation use Windows 11 Pro and CPU Intel

Core i7 2.80 GHz.
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Chapter 3

Results

Firstly, the model evaluation metrics are summarized in the Table 3.1. All the

values correspond to the last epoch of training of each network indicated in section

2.2. It is important to note that the R2, the loss and the validation loss converge

into the results presented and did not show any random behaviour except in the

first epochs. Also, the evolution of the R2 for the three cases are shown in Figure

3.1

The results of the prediction are shown in the the Figure 3.2a and Figure

3.2b. The blue points represent the dispersion between the simulated values and

Table 3.1: Model evaluation metrics at the last epoch

R2 MSE Validation MSE
4 Layers 0.96695 5.59277× 10−5 4.18251× 10−5

8 Layers 0.98194 4.74679× 10−4 2.49354× 10−4

12 Layers 0.98655 1.58727× 10−4 1.38227× 10−4
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(a) (b)

(c)

Figure 3.1: Evolution of R2 for predictions during all epochs
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(a) S reflection (b) P transmittance

Figure 3.2: Comparison of the predicted and the simulated values

the prediction of the neural network. Ideally, all points should be above the identity

red line. However, in both graphs the majority of them are near the line. Despite of

this good behaviour, there are some points that are considerably far away from the

center. This is specially visible for the S reflection where there are two discordant

points. The first is at the center of the interval for the 8 and 12 layer case. The

second is at the end of the graph of the 12 layers S reflection.

We can also visualize the results by their response for each wavelength. In

Figure 3.3 is plotted the simulated and predicted answer of the mirrors for the P

reflected light. There was set an offset of 0.1 between both values of the corre-

sponding layer and an offset of 0.2 among the layers. In the three mirrors there

is a peak of reflectance around 400[nm], which is the ultraviolet range. After that

region there is a second peak around the 500[nm]. However, later the 600[nm] the

responses of the three mirrors are not the same, since they are plotted as straight

lines instead of a smooth curve.

Finally we present the evolution of mean square error (MSE) and it’s valida-

tion for the three experiment. We only show the last epochs since we need to verify
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Figure 3.3: Predicted and simulated P reflection for all three geometries

(a) (b) (c)

Figure 3.4: Evolution of the mean square error (MSE) and the validation for all
the three experiments

if the network is not memorizing the predictions instead of solving the Maxwell

equations.
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Chapter 4

Conclusion

On this work we build up a neural network to predict the reflectance and trans-

mittance of a dielectric mirror composed by layers of Silicon dioxide and Zinc

sulfide. Since reflection and transmittance are sequential process, that means that

the answer of every layer is influenced by the response of the previous element, we

had to use a recurrent layer which captures this feature.

In Figure 3.3 we can notice that the curves of the predicted values are not

smooth as the simulated, specially for the 12 layers case. The reason is that

neural networks are a good tool for interpolation [12], so if there is a low density

of data in those points the network would try to approximate this as a straight

line. Continuing with this idea, the prediction is not completely precise in the

ultraviolet section since the patterns of reflection have more complexity due to the

rapid change of the gradient in that zone. Additionally, in Figure 3.2a there are

some points which are far form the identity line. That means that the prediction
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is not good for that reflectance. This behaviour is more notorious for the 12 layer

case where for the maximum values of reflectivity the model fails giving a good

result. Despite those imperfections the model still works properly, so it could be

use for predicting for any visible incident light.

Table 3.1 summarize the model evaluation metrics at the last epoch for all

the three geometries. We can observe that in each case we reach a good R2, whose

represent the quality of our prediction being 1 the most precise. Also, as the loss

of the three cases are in the order of 10−5 we can infer that the error of the neural

network is less than 1%. Finally, we can conclude that our model does not overfit

its weights. In Figure 3.4 the curves of MSE and Validation MSE did not diverge

respect the other, this behavior is expected in a network that does not overfit.

Considering all the previous remarks we can conclude that our model is

capable to make precise predictions of transmittance and reflectance for both light

polarization’s. This is model is part of a more complex project which his aim

is to design the mirror given an optical response. That means to predict the

number and the width of the layers corresponding to a desired reflectance and/or

transmittance.
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Chapter 5

Appendix

5.1 Code

In the following url is uploaded the code implementation of the neural network

used as well as the files used in this project https://github.com/cjcamilo/Pr

ediction-of-transmittance-and-reflectance-of-a-dielectric-mirror-u

sing-neural-networks .

https://github.com/cjcamilo/Prediction-of-transmittance-and-reflectance-of-a-dielectric-mirror-using-neural-networks
https://github.com/cjcamilo/Prediction-of-transmittance-and-reflectance-of-a-dielectric-mirror-using-neural-networks
https://github.com/cjcamilo/Prediction-of-transmittance-and-reflectance-of-a-dielectric-mirror-using-neural-networks
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