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RESUMEN

Las memorias CAM son memorias asociativas que compara la informacion de entrada
con la informacion almacenada en busca de coincidencias. Las CAM oftrecen la direccion de
las palabras donde se almacena el dato buscado o indican si no existe ninguna coincidencia.
Estas memorias han ganado gran importancia en campos que requieren operaciones de
busqueda como aprendizaje automatico, analisis de datos y secuenciacion de ADN. El presente
trabajo ofrece una CAM en 65 nm de 256 X 128 con una matchline de bajo voltaje que reduce
un 29% el consumo energético y aumenta un 42% la velocidad de busqueda. El disefio logra
mantener un area similar a las arquitecturas actuales, junto con su bajo consumo es dptimo para

aplicaciones que requieren manejar una cantidad masiva de informacion.

Palabras clave: memorias asociativas, CAM, bajo consumo, busqueda rapida, low-swing,

matchline.



ABSTRACT

CAMs are associative memories that compare the input data with the stored data in search of a
match. CAMs return the address of the words where the searched data is stored or indicate if
no match exists. These memories have gained great importance in fields that require search
operations such as machine learning, data analysis and DNA sequencing. The present work
offers a 65 nm 256x128 CAM with a low-voltage matchline that reduces power consumption
by 29% and increases search speed by 42%. The design maintains an area similar to current
architectures, the area and its low power consumption are optimal for applications that require

handling a massive amount of information.

Key words: associative memories, CAM, low power, fast search, low-swing, matchline.
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Chapter 1

Introduction

Rapid advancement in technology demands increasingly specialized and high-
performance circuits. These circuits are essential for various tasks, such as
addition, multiplication, information storage, and even managing other cir-
cuits. As technological demands grow, circuits are being designed to perform
specific tasks with greater efficiency. For instance, memory circuits were orig-
inally developed solely for data storage. Over time, specialized memory types
emerged to meet specific needs. Read-only memory (ROM) was created for
situations where data only needed to be read, while static random access mem-
ory (SRAM) was designed for applications requiring low access times. On the
other hand, dynamic random access memory (DRAM) became popular due
to its cost-effectiveness and compact size [3]. Today, search algorithms and
increased Internet traffic require circuits that store and compare information.

Content-addressable memories (CAMs) are a type of associative mem-
ory that enables fast, massively parallel search operations. This capability has
been leveraged in various applications that require intensive search workloads,
such as signal processing, approximate search operations, big data analytics,
machine learning, and DNA sequencing [4]. A CAM can search and compare
data in a single clock cycle. The basic operation of a CAM involves performing
a bitwise comparison between its stored data and the input search data. Upon
completion of the search, the CAM signals a HIT and provides the address of
the matched data [5].

Standard CAM designs are classified into two types: NAND and NOR

CAMs. Each type presents trade-offs in terms of performance and energy con-
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sumption, both relying on a core CAM cell formed by a 6T-SRAM, but differ-
ing in the comparison subcircuit. Although NAND-type CAMs present per-
formance and scalability limitations, they are preferred in power-constrained
applications, while NOR-type CAMs are typically used in high-speed applica-
tions [6]. The lower performance of NAND-type CAMSs has limited their range
of applications, whereas the NOR-type has been widely adopted, incorporating
several techniques to reduce power consumption.

Various techniques have been applied to NOR-type CAMs to reduce
power consumption while maintaining high-speed search operations. At the
architectural level, in [7] a hierarchical approach is used to search and com-
pare data through global and local search lines in a segmented array. This
technique saves energy by avoiding unnecessary precharge phases, though the
need for precise clock signals and flip-flops increases the design’s complexity.
At the circuit level, in [8] authors have combined the low power consumption
of NAND-type CAMs with selectively precharged NOR-type CAM segments.
While the segmented wordline reduces capacitance in the matchline, and the
NAND-type CAM decreases the likelihood of precharging the NOR-type seg-
ment, the sequential search operation of the NOR-type CAM significantly
diminishes performance. Another effective technique for reducing search delay
and power consumption involves a self-referenced sense amplifier connected to
the matchline [9]. This approach reduces voltage swing and provides high
robustness against process variations.

In this work, a low matchline voltage swing CAM is proposed to allevi-
ate power consumption and maintain high speed search operation. By a simple
modification in the basic CAM cell, voltage swing in the matchline is reduced.
The technique presents robustness against process, voltage and temperature
variations without the power-hungry sense amplifier. Compared to conven-
tional precharge high NOR-type CAM the proposed technique achieves 42%
higher speed and 33.8% less energy consumption. Postlayout results demon-
strate that the minimum operating voltage is 0.4 V and correct operation is

assured for a wide temperature range.
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Main objective

e Design and layout of a 256 x 128 low matchline voltage swing content

addressable memory for energy-efficient search operations
Secondary objectives

e Characterize the core cell for search operations under process, voltage

and temperature variations

e Analyze trade offs in terms of search speed, energy consumption and area

occupancy

e Compare the technique to a conventional precharge high NOR-type and

energy efficient design

The current work is organized as follows: Chapter 2 provides the back-
ground, with a description of the conventional CAM and some low-power tech-
niques and methods to increase the performance of the CAM. In Chapter 3,
a detailed description of the proposed CAM cell and the architecture of the
128-bit word for a low matchline voltage swing is presented. Chapter 4 shows
post-layout comparison results between the conventional NOR type CAM and
the proposed technique, and, finally Chapter 5 discusses the results and con-

cludes the work.
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Chapter 2

Background

Memory circuits have been a fundamental component of electronics for a long
time, serving the essential functions of data storage, writing, and retrieval.
Traditional random access memory (RAM) devices store and access data at
specific memory locations, known as addresses. During read and write opera-
tions, these addresses are assigned, limiting the memory to sequential opera-
tions. [10]. However, modern search-based applications demand rapid address
comparison and retrieval. To meet this need, Content Addressable Memory
(CAM) has emerged as a novel type of memory. Understanding the properties

of CAM first requires a brief overview of how RAM functions works.

2.1 CAM vs RAM

Random Access Memories (RAM) are memory arrays designed to store and
retrieve data efficiently. These memories support two primary operations:
reading and writing, both of which can be performed simultaneously in a single
cycle [11]. The inputs to RAM include the data to be stored, control signals
that determine whether to read or write, and the specific address of the data.
The output is the retrieved data. The speed of data access can vary depending
on the memory type. Other constraints of the memory are the area density
and energy consumption. As modern applications demand the storage of larger
amounts of data with minimal energy usage, RAM continues to perform its
tasks effectively. However, emerging applications now require not only rapid

access to stored data but also quick retrieval of the associated addresses. To
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meet this need, Content Addressable Memories (CAMs) have been developed,
which are capable of returning the address of specific data, providing a solution
for these advanced requirements.

These memories offer an additional functionality beyond that of stan-
dard RAM: they can return the address of specific data. However, this capa-
bility requires more complex circuitry and results in higher power consumption
compared to RAM. The primary challenge with CAMs is that they need to
store the same amount of data as their corresponding RAM but occupy signif-
icantly more physical space. Despite this, both types of memory are essential,

as they serve different purposes in various applications.

CAM Address RAM
0001 00 Word A
0010 10 J01 Word B
0100 1 10 Word C
19|90 11 Word D
0100 Wo“rlzi C
Search Data Output Data

Figure 2.1: CAM and RAM conceptual diagram.

Fig. 2.1 shows how memories work together and the main operation
of both, search and read. The diagram can also illustrate some of the main
applications. For example, for data encryption, the encryption operation takes
the data and with a mathematical function changes the appearance of the text
[12]. If the CAM data is taken as the input text, and the RAM stored data
and the address is taken as the encryption function, the search data will be
returned as encrypted data. The IP addressing operation is similar, and the
same applies for the look-up-tables and search based algorithms. Once the
importance of the CAMs and their applications is justified, it is important to

know how they really work from the array to the individual core cell.
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2.2 CAM architecture

A content-addressable memory is organized as an array of m xn-bit words. Fig.
2.2 illustrates a CAM array of m words, with each output (M L,) connected
to the encoder. The CAM receives the Search word as input and performs
a bit-wise parallel search across the entire array. After the search operation,
each M L,, indicates a HIT or a M 1SS to the encoder which then outputs the
address of the matched word [13].

Wordo Ml PN
Word1 L
ML
Word: — 5|
O %" Match
. 18 7~ Address
-
. . LLJ
ML
Wordm-2 i
MLm-]
Wordm-1 _ -
Search data

n

Search word

Figure 2.2: Block diagram of content addressable memory of m words of n

bits.

As an input the n-bit search data is driven to each word in the array
through the Search Lines (SL, and SL,). In the CAM word the corresponding
nt™ — bit of the SL is compared to a previously stored n!* — bit in the word.
A single word in the array is formed by n — bit CAM cells able to store a bit
in a memory element and compare its content (i.e XOR) to the SLs [14].

According to [1] the number of bits in a word depends on the ap-
plication (i.e from 8 bits for machine learning up to 144 bits for IP address
networking) and the number of words range from 128 up to 32K divided in
banks with dedicated access circuitry.

Fig. 2.3 depicts a conventional segmented NOR-type word structure.

The word is composed of n CAM cells grouped in s segments. Each segment
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Segment 0 Segment s ML
0
CAM [CAM | || CAM [T ICAMT " [CAM [CAM [~ ] AND '\ .
0 1 (n/s)-1 n-2 n-1 *| Tree
MLs

Figure 2.3: Structure of n bits word divided in s segments.

output is connected to a logic circuit, such as the AND tree, to obtain the final

result of the comparison of the whole word.

2.3 NOR-type CAM cell

A conventional NOR-type CAM cell is formed by a memory element and a
comparison circuit [15]. The memory element requires high speed access and
robust bit storage. Fig. 2.4 depicts the schematic of a conventional 10-T NOR-
type CAM. The memory element is a 6-T Static Random Access Memory and
4-T comparison circuit. The figure omits the two access transistors which are
part of the typical SRAM. A conventional CAM is not able to write, read and
search in parallel thus bit lines and search lines are shared in the cell.

Transistors MI1-MI4 compose the inverters that store the data. D and
D are the stored bit and its complementary. These inverters are connected by
the output to the input of the other. It is a loop structure that stores a bit
and its complementary value with only 4 transistors. The inverters connected
in loop offers high stability in the moment of reading and comparing the data,
ensuring that the D value is not inverted or lost.

M1-M4 are transistors that compare the search and the stored data. As
can be seen the transistors are nmos and they make the pull-down of a XNOR
gate. The inputs are the stored bit, the search bit and their complements. The
pull down XNOR structure is connected to the ground as in a normal gate and
where the output should be, the M L is connected. It is appreciable that the
order of the inputs in the path do not change the logic, the SL and SL can be
connected to M1 and M2, and the data to M3 and M4. But this configuration
where transistors with stored data are closer to the M L was selected to avoid
charge sharing issues. Since stored data is stable during search operations

the transistors M1 and M2 will be on the same state along all the process.
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SL

D D
M1 MI1 MI3 |o—o—| M2
-—| M3 MI2 MI4 |— M4 |—-

Figure 2.4: NOR cell schematic.

Consequently one of the transistors will be on and the other off connecting the
ML to the internal node and charging also this node.

The charge and discharge of the ML is the indicator of a match or
mismatch. If there is a match on the cell both paths (M1-M3 and M3-M4)
are on open circuit. If there is a miss, some of the path makes a short circuit
between M L and ground. Therefore, to get a match in the word, all the bit
cells of the word must compute a match and leave the M L as a floating node.
Following this logic, a properly connection of the ML can determine if there

is a match or not.

2.4 Matchline connection and structure

To assemble a full word circuit with the NOR-type CAMs all the cells are
connected in parallel, Fig. 2.5. All cells that constitute a word share the same
ML same as the WL, and, each cell has their own SL and SL. The search
lines are shared with the cells of the other words. It is expected that in the
array one word is under the previous one and the SLs and SLs run vertically
through the entire memory. In the case of the M L, that goes in a horizontal
position, it is also connected to a pmos transistor Mgy controlled by an enable
signal that also controls the search steps.

The search operation can be divided into three stages. First the pre-

discharge of the search lines. The objective of this step is to leave the ML



SlLo Sl Sl ML Sh Skn
. . . . 000

Figure 2.5: NOR-type match line scheme.

floating. Since the NOR-type CAM uses nmos to connect the ML to the
ground, the SLs and SLs should be discharged to turn off the transistors and
have an open circuit. The second step is to pre-charge the M L, giving an initial
value to allow to determine if there is a match or not. The M5 transistor is
turned on with the enable signal. This change of the transistor state connects
the ML with the supply voltage and charges the line to Vpp. Finally, the M5
transistor is turned off and the search data is broadcast into the SLs and SLs.
If the word matches with the input data all the paths to the ground will remain
in an open circuit and the M L value stays on Vpp. In the other case, at least
one bit mismatch will connect ML to the ground and discharge it, using the
0 value to indicate that the word is different.

These three steps can be reduced to two. The objective of the first two
steps is to give the M L an initial value to keep if there is a match. Both steps
can be done at the same time. If the enable signal controls the broadcast of
the values into the SLs, SLs and the precharge transistor, the search lines can
be discharge, leaving the M L floating, while the Mgy charges the M L to high.
Now the enable signal can be used like a clock signal and it is said that the
search operation is performed in one clock cycle. The first half corresponds to
the first two steps and it is called the precharge stage [16]. The second half is
the third step, that is the evaluation of the data. Fig. 2.6 offers a graphically
explanation of what happened in the bit cell and in the matchline in both
steps. In the precharge stage, the sharing issue problem can also be observed.
M1 is on and connecting the M L with the internal node between M1 and M3,

during the precharge operation this node will also be charged.
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EN=0 )
ML=1 p2

VDD VDD

il Ui
He _mp g

(a) Precharge stage

EN=1

) ML=1 | _
SL=0 VoD VDD [=1 SL=1

i, i
it H'J “h H

(b) Evaluation stage with a match result (c) Evaluation stage with a miss result

Figure 2.6: Search steps.

As was explained the word can be composed by one ML of n bits.
However having just one big M L has a major drawback. The issue of having
one ML for each word is the large capacitance and higher delay [17]. To
decrease the search time the word can be segmented. Dividing the word in
2, generates two ML with 7 bits loading it. The capacitance theoretically
will be divided by half reducing the time to charge and discharge the line.
Nevertheless, reducing the number of bits per ML has a cost. The main
trade-off to divide the word into segments is the area. Having many M Ls
requires an extra logic circuitry to determine if the word is matching or not.
Each segment operates individually in the same way as the process previously
described.

AND tree is an example of a logic circuit that can determine the match
or mismatch. If all the segments return a match, the word is equal to the search
one. In the other case at least one segment returns a mismatch, so the word
is different. Fig. 2.7 shows the AND tree schematic for a word segmented in

2, 4 and 8 parts. Is is obvious that more segments mean more circuitry and
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more area. Also the complexity of the CAM increases since this logic should
be in every word and the gates must be fitted in the array, whilst the designer
have to consider the space to locate matchlines that must pass through other
segments until reach their respective gate. Since this is a digital circuit the
energy and delay added of these gates to the CAM is minimal compared with
the saved by the reduction of the M L capacitance.

ML= | 4-segment
AND
MLz | :
ML1
MC AND |
ML anp [ I2-segment I
MLa— | ‘ |
| ML
AND ML
| Mo |
MLs— [ |
AND ’-l
MLs— | - - =
MLz I
MLsL| AND |
I
|

ML7—
MLs = AND ) N

Figure 2.7: AND tree schematic.

This modification of the structure is just one of many that can be
found. In order to improve the performance and decrease the energy con-
sumption the structure of the cell and architecture can be modified. Some
alternatives to solve it is to use a low-swing schemes, pipelining the search
path and employing hierarchical lines.These approaches can reduce the power

consumption and the search time.

2.5 Low-Swing Scheme

Low-swing technique consists of reducing voltage range employed by a circuit
or some part of it in order to modify the performance of it. Usually the voltage
level of a heavily load line is reduced to decrease the power. The reduction is
not made randomly, it have to be into the circuit operational range and should
not compromise the speed. Low-swing can be applied into the ML and SL

which are lines with a bigger capacitance load [18]. Considering the low swing
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approach into the M L it can be characterized by the following power equation

Py, = CvuVopVanswing f (2.1)

which indicates the power employed in charging the M L. Cj,p is the
capacitance of the ML, Vpp is the nominal voltage supply, Visrswing is the
voltage swing of the matchline and f is the operation frequency. Power and
voltage swing are directly proportional, therefore a lower voltage swing reduces
the consumption. This solution saves a lot of energy in exchange for area and
complexity. Most of the currently works elevate the minimum value of the
M L to reduce the voltage swing and generates more circuitry to sense it. This
sense circuit of the ML like in [19] and [20] also requires a circuit to generate a
voltage reference . Those circuits increase the area occupancy and this problem

is more noticeable when many M L are used for each word.

2.6 Pipelining and hierarchy

The principles of the mentioned schemes and configurations are applied in the
conventional cell design and in the proposed circuit. However there are other
techniques that can save energy or improve the performance and are suitable
with the conventional CAM and the proposed. On the final part of the work
it is discussed that these techniques can work better or worse for the circuits,

therefore it is convenient to explain the principles of these techniques.

2.6.1 Pipelined scheme

Pipeline is a technique that aims to increase the frequency of operation in ex-
change for area. It consists of adding a register into the critical path. More reg-
ister means less logic and lower delay. To apply this technique to the memory,
instead of reducing the logic between the registers, the words are segmented
[7]. It requires two or more M Ls for each word. Fig. 2.8 shows a 5 segment
word. The operation is simple using as an example the graphic where there
are 5 register, so making one comparison will take 5 cycles. Although it seems
like the search time is longer, while the second cycle compares the second seg-

ment, the first segment is making the comparison with the next search data.
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When the last comparison is making the other 4 segments are making another
4 comparisons. After each cycle, the CAM returns a comparison, therefore
the search operation is effectively using just one cycle. Also, due to the reduc-
tion of the word into segments, the frequency of the clock can be bigger. The

comparison of one segment after another also offers energy savings.

5 pipeline stages

|- |-
enable
match-line pipeline
segment flop

Figure 2.8: Pipelined match-line, extracted from [1].

The word has a match if all of the bits are the same as the search
word, thus, all bits are compared. But if some segment returns a mismatch,
comparing the rest of the segments is not needed. Since the comparison of
segments is made one after another, if the previous segment returns a miss,
a flag can shut down the next comparison and notify the next stage that the
word is different. E.g. if in the Fig. 2.8 the first segment matches, the second
segment performs the comparison of this segment in the next cycle. If it returns
a miss, a flag will turn off the comparison of the third segment for the next
cycle, and the same will happen for the fourth and fifth segments, saving the

energy of these search operations [7].

2.6.2 Hierarchical scheme

As it was said ML is not the unique line with a heavily load in the CAM’s
memories. SL and SLs also produces a highly captive energy consumption but
those lines instead of depending on word size depend on the number of words.
One solution is also to apply a low-swing approach, but it strongly depends
on the core cell. A more suitable solution to improve the performance is using
a hierarchical scheme.

These schemes consist of dividing the lines into global and local lines.
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Local lines are directly connected to the bit cells and have a reduced number
of bit cells compared to one SL scheme. These local lines are charged or
discharged by a gate that is controlled by the global line and an optional
enable signal. The global line is connected to all the gates of the local lines of
its respective bit. The global line drives the search value into the local lines
who drives it into the bit-cells. The advantage of this method is the reduction
of the delay. The diagram can be seen on Fig. 2.9. This scheme shows
the capacitive load of each SL is reduced and therefore the data is quickly
distributed to all the cells. But this technique can be combined to also reduce

the energy consumption.

global search-line (GSL) local search-line (LSL)

P

—49-4-I-l>-€3— —€9—4—LD-9—\

CEEE
) el o e

Sl —o<lpd-

/,—e}d—'—b{a— —<><1-|-L>4;—..\

7

match-line segment MLSA CAM cell pipeline flop

Figure 2.9: Hierarchical technique scheme for CAM, image extracted from [2].

One example is using a low-swing approach in the global lines. The
reduced load of the global lines allows the use of a lower voltage level that can
be sensed by the local lines gate. This reduce the energy needed and keeps
the performance using a full swing in local lines like in [7]. This can also be
improved by an enable signal that controls if the local line drives the search
value or not. A precomputing of a mismatch can advice that some segments
do not require making a comparison, therefore the local lines do not need to
broadcast the search data. The pipelined scheme advices if there is a match
or not, and shuts down the next segment, smd and the same signal can shut
down the local lines that do not require a comparison. Definitively, hierarchical
schemes can be combined with the other mentioned techniques to improve the

performance of the CAM.
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Chapter 3

Proposed bit-cell

As mentioned above the aim of the project is to design a circuit level solution
to improve CAM energy usage without sacrificing much area and search time.
To achieve the proposed, bit-cell aims to reduce the ML capacitance modifying

the conventional structure.

3.1 CAM

The proposed CAM is also made from a SRAM, but adding a XOR transmis-
sion gate. Fig. 3.1 shows the schematic of the CAM, where M1-M4 performs
the XOR operation, the access transistors are ommited. To improve the search
time, nmos and pmos transistors are used on the XOR logic. The gate of those
transistors is connected to the stored data instead of the SL and SL. This
avoids connecting the D and D to the drain or source of the transistors which
can affect the stability of the cell. It also maintains the M1-M4 transistors
stable during the search operation. Finally, the XOR output control is a nmos
(M5) transistor which is connected to the power supply and the match line.

The proposed CAM cell connects only one transistor to ML for each bit.
This structure generates a ML with less capacitance than conventional CAM
and decreases the energy consumption since the power is directly proportional
to the capacitance. Additionally, the transistor is an nmos that connects the
ML to Vpp. This transistor allows an low-swing approach for the ML. The
cell is an Low-swing CAM (LS-CAM).

As explained earlier, the logic to compare the data is an XOR logic
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Figure 3.1: Proposed core CAM schematic.

controlling an nmos transistor. The operation is given in the table 3.1. The
first case represents the pre-discharge of the SLs and SLs to disconnect the
ML from the Vpp. The other four constitute the normal true table of the
XOR. The nmos is on off when the comparison returns a match and connects

the ML to vpp when the bit is different.

D D SL SL|XOR| M5
0 1 0 0 0 | Off
0o 1 0 1 0 | Off
0 1 1 0 1 | On
1 0 0 1 1 | On
1 0 1 0 0 | Off

Table 3.1: True table of XOR and M5 behavior.
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3.2 Matchline scheme

The LS-CAM is connected in a similar way to the NOR-type CAM. All bit
cells of the same word share the same ML node. So all of them are connected
in parallel. The main difference is the precharge, for the LS-CAM an nmos
transistor controlled by an enable or clock signal is connected between the ML
and ground nodes. It also operates with a precharge and an evaluation stage.

The proposed circuit pre-discharges the ML to zero while the SLs and
SLs keeps all the upper nmos transistor off, as shown in the first case of the
table 3.1. After the ML reaches the lowest voltage level, the search data is
driven into the SLs and SLs, and the comparison is performed. If there is a
match the ML keeps on low, and in the other case, at least one of the nmos
transistors of the bit-cells is turning on connecting the ML to VDD. Since
nmos is passing a high value it will be a weak high value, ML = Vpp — Vp.
With this structure, a low-swing ML is obtained. Now, a circuit is needed to

sense the correct value of the ML.

VDD

XORo —| XOR1 —| 000 XORn —I

N
EN—|

ML--> Low Swing

Figure 3.2: LS-CAM matchline scheme.

To sense the low-swing ML, a gate that inverts the value to have the
same logic as the NOR-type CAM, 1 for a match result and 0 for mismatch, is
needed. Also, it requires the weak high value to be read as a normal high value
and take priority over the falling output transition to have a faster evaluation.
A LO-skew inverter can execute those tasks perfectly. This inverter is an
inverter with a voltage transfer curve shifted to the right, due to the larger size
of the nmos compared to the pmos. This circuit has a lower area occupancy,

low energy consumption and satisfactory speed.
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The proposed ML scheme reduces the capacitance and the voltage
swing of the ML, which means a reduction on energy consumption and search
time. It does not require a voltage reference or a complex sensing circuit and
it can be divided into segments without a large penalty area caused for the
sensing circuit. With all these considerations, both circuits were designed to

characterize and compare the results.

3.3 Design parameters

The design of both circuits were made with minimum sizes for the comparison
transistors (M1-M4) and the 6-T SRAM were designed with the same sizes
and transistors for a fair comparison. The dimensions of the transistors for

NOR-type CAM are on table 3.2 and for LS-CAM on table 3.3.

Transistor | wnm]|/l[nm] | Type
M1 200/60 vt
M2 200,60 vt
M3 200/60 vt
M4 200,60 vt
MI1 120/60 hvt
MI2 120/60 hvt
MI3 120/60 hvt
MI4 120/60 hvt
Access 120/60 hvt

Table 3.2: NOR-type CAM transistors dimensions.

The M1-M4 transistors change their state during the search operation,
and to achieve this, the faster operation high voltage threshold (hvt) transistor
of w = 200nm were used. For the rest of the transistors, low voltage threshold
(lvt) transistors were used to minimize the impact of their consumption in the
results.

The comparison transistors, M1-M4, for the LS-CAM are hvt. Since
these transistors are on the same state during all the search operation they do

not require a low threshold to switch. Additionally, w = 120nm was selected
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Transistor | winm]/l[nm] | Type
M1 120/60 hvt
M2 120/60 hvt
M3 120/60 hvt
M4 120/60 hvt
M5 120/60 vt
MI1 120/60 hvt
MI2 120/60 hvt
MI3 120/60 hvt
MI4 120/60 hvt

Access 120/60 hvt

Table 3.3: LS-CAM transistors dimensions.

since two transistors pass the value. Finally the M5 transistor switches on
in case of mismatch so an lvt transistor was selected to achieve high search
frequency. The rest of the transistors MI1-MI4 and access transistors are
designed equal to the NOR-type.

Using the schematic and the transistors dimensions, a diagram stick
was performed to reduce the area occupancy and facilitate the connections
between cells. Fig. 3.3 shows the stick diagram for both cells. It is expected
that both cells have the same height. The width is larger for the LS-CAM,
however to match the extra transistor, the layout will be inverted and matched,
reducing the extra area. With this diagram, it is expected to use metal 1 for
all the possible connections, metal 2 for vertical connections and metal 3 for

the horizontal ones.

3.3.1 LO-skew inverter and precharge transistor

The inverter has to read the weak high value of the low-swing ML. To achieve a
properly sensing of the value, the maximum M L was measured, and it reached
a value of around 650mV. To have a correct sensing of the value, the vtc was
shifted to 300mV . Finally, for the pmos, a hvt transistor with w = 120nm and

= 60nm was used, and for the nmos, an lvt transistor with w = 4 x 240nm
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Figure 3.3: Stick diagrams. Discontinuous line enclose pmos transistors, which

require an NWELL layer.

and | = 60nm was used. This generates a stronger pull-down and offers an
LO-skew inverter. Fig. 3.4 shows the VTC of the inverter, that is shifted to
the left side, near to the 303mV when the output is 500mV.

The VTC indicates that the inverter reads a high value from 0.4 V with
a Vpp = 1 perfectly. It rapidly returns a zero in case of mismatch and reads
the maximum value of the ML, Vpp — V. This inverter is for the LS-CAM
and it is necessary in every segment. The NOR-type CAM returns a strong
high and low value, so it can be easily read and does not require a low-swing
sensing circuit.

Finally, in both circuits, the ML requires a transistor to charge or
discharge it. NOR-type CAM employs a pmos transistor for a 64-bit ML,
where w = 15 x 200nm gets the best time results. LS-CAM uses a nmos which
is stronger than pmos so the transistor has a w = 5 x 200nm. This larger
width compensates the inverter area of each ML. Additionally, since LS-CAM
uses an nmos transistor it does not need an NWELL layer, reducing the space

of each segment.
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Figure 3.4: Voltage transfer curve of the LO-skew inverter
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Chapter 4

Results

The simulations to characterize the cell were performed by the Virtuoso soft-
ware with a commercial node technology, 65nm of TSMC. The objective pa-
rameters are delay and energy, and for voltage, temperature and corner varia-
tions. Also, the area is taken into account in the designed layouts. To have a
reference values, the NOR-type CAM and the LS-CAM were simulated under
the same conditions and with the same peripheral circuitry.

A 128-bit word was assembled with two segments of 64 bits. The SLs
and SLs nodes are loaded with the extracted capacitance of the layout times
255, emulating the load of a 256-word CAM. AND gates pre-discharge the SLs
and SLs, and load the search data. These gates are controlled by the enable
or clock signal and have the same dimensions and number of gates for both
circuits.

The enable or clock signal also controls the pre-charge transistor of the
NOR CAM and the pre-discharge transistor of the proposed CAM. Therefore,
for the proposed CAM the enable signal requires an inverter. Finally an extra
logic circuitry is necessary to compute the match of the word by the output
of the segments. To calculate if the word is equal to the search data an AND
logic is performed between the ML of the two segments. If both segments have
the ML on a high value (match) the word is the same, and if one or both ML
are low (mismatch) the word is different. The inputs of these AND gates are
the ML for the NOR-type CAM and the output of the LO-skew inverters of
each ML for the LS-CAM.

To get the search time both memories perform a mismatch in one
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segment and a match in the other. To produce a mismatch, only one bit
is different, it is the worst case for the delay. Two times are measured, the
precharge and the evaluation time. The precharge time is measured as the time
it takes for the ML to precharge from the time the enable signal initiates the
precharge. The evaluation time is measured as the time that the ML takes to
indicate the missmatch from the time the enable signal initiates the evaluation.
The sum of both times is the search time. To get energy, one segment performs
a match and the other a mismatch, but in this case, the miss is generated by
50% of the bits of the segment. The data on the word was loaded with an
initial condition file and the inputs were made with a vector file. The power of
all the circuitry was integrating to get the energy and divided by the number

of bits to present the energy per operation of each bit-cell.

4.1 Layout and Area

The final layout for the NOR-type CAM and the LS-CAM are in Fig. 4.1
and 4.2 respectively. The layouts were designed following the stick diagrams
and employing the minimum distance rules to minimize the area occupancy.
The SL, SL, VDD and VSS connections are in vertical with a metal 2, the
yellow one. The write line and the matchline are in horizontal with a metal 3,
on green. This means that both cells just employ from metal 1 to metal 3,s0
the rest of metal layers are available to make power connections. Moreover,
both cells allow us to use two additional metal 3 rails without generating short
circuits and complying with the distance rules. The extra metal layers do not
reduce the effective area of the cells and are optimal to employ more segments
and to drive more match lines.

To get the effective area, the cells should be connected in the array
and measure from the beginning of one cell to the beginning of the next. The
array connections are necessary to know the minimum distance that can be
between bit cells. For the NOR-type, one cell is located next to the other
and the minimum distance is given by the POLY and DIFFUSION layers.
But in the LS-CAM, due to the extra transistor, the cell should be inverted

and connected while matching the transistor of one cell to the next. A point
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Figure 4.1: Layout NOR-type CAM.
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Figure 4.2: Layout LS-CAM.

symmetric layout with the center on the M L transistor’s connection is formed
by two bit cells. In this case, the measurement is made by each two cells and
divided by two to get the real efficient area of the cell. Fig. 4.3 and 4.4 show
the memory array made to measure the area of both circuits. The discontinue
line indicates the two cells that are matched for the LS-CAM array connection.

The area of the NOR-type cell is 1.08uum x 3.17um, while the area of
two proposed cells is 1.08um x 6.38um. This means that the efficient area
of one cell is 1.08um x 3.19um. The LS-CAM is just 0.63% bigger than the
NOR-type CAM.

Finally the parasitic extraction tool offers an approximate of the capac-

itance load present on the lines. This is just an approximation of the parasitic
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Figure 4.4: LS-CAM array.

capacitance between the critical lines and the ground node. For the NOR-
type CAM, each cell adds 270aF to the SLs and 344aF to the M L, while the
LS-CAM adds 177aF to the SL, 218aF to the SL and 161 to the M L. The
LS-CAM is not symmetric cell by cell, that is the reason of the capacitance
difference between SL and SL. Every critical line exhibits a reduction of the
load, and the search lines reduction is due to the transmission logic that is
finally loaded by one transistor. The most obvious reduction of the matchlie

is caused by having less transistors connected to it.
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4.2 Monte Carlo and Corner simulations

The Monte Carlo and corners simulations were made with VDD = 1V and
27°C for a 3 o variation. A Monte Carlo simulation of 1000 iterations was
performed for each circuit to test the robustness and variability of the cell.
The results observed on the Fig. 4.5 where the search time mean of NOR is
1581ps and for the proposed 924ps. The variation is similar around the 185ps,

indicating a similar robustness of both cells.
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Figure 4.5: Monte Carlo delay results.

The LS-CAM offers a faster search operation than NOR-type CAM
under process, voltage and temperature variations. The distribution of the
Monte Carlo simulations around the corner simulations can be observed on
Fig. 4.6. LS-CAM energy consumption is lower for all cases, and it is also more
stable near to 1f.J for the most of the iterations. For the delay, it is noticeable
that the sf and ss corners are near to the tt search times of the NOR-type
CAM. The graph shows that slow nmos strongly decreases the performance of

the circuit.
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Figure 4.6: Energy vs Delay for Monte Carlo and corners simulations.

4.3 Voltage variations

The voltage variations were performed from 1.2V to the minimum value where
the CAM works properly. The NOR-type CAM can operate from 0.3 V, while
the LS-CAM fails on this voltage value and works from 0.4V. For lower values,
Vpp —Vr ML do not work correctly. In Fig. 4.7, it can be appreciated that the
proposed CAM has a better performance from 1.2V to 0.6V. For lower values,
the NOR CAM achieves better results. To be more specific, the NOR-type
CAM has higher search time from 0.7V to 1.2V and consumes more energy
from 0.5V to 1.2V.

The search time for the target voltage, 1 V, is 1565ps for the NOR-type
CAM and 895.6ps for the LS-CAM. The energy consumption per operation of
each bit-cell is 1.438 fJ for the NOR-type CAM and 0.952fJ for the LS-CAM.
This means that the NOR is 42% slower and consumes 33.8% more energy.
From 0.7V to 1.2V, the LS-CAM is between 12.5% to 48.6% faster than NOR-
type CAM. While for energy, from 0.6V to 1.2V the LS-CAM consumes from
17.9% to 36.6% less energy than conventional CAM.
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Figure 4.7: Energy vs Delay for voltage variations in steps of 100mV .
4.4 'Temperature variations

Temperature simulations were made at Vpp = 1V, in a range from —20°C' to
100°C. As it is expected, the energy consumption increases with temperature.
This trend is observable for both circuits in Fig. 4.8 where the graph shows a
linear dependence. Nevertheless, the search time presents a different trend for
the circuits. Fig. 4.9 shows a reduction on the search speed for the NOR-type
CAM while there is an increase in the temperature. The LS-CAM exhibit a

decreasing search time for higher temperatures.
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Figure 4.8: Energy vs Temperature.
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Figure 4.9: Delay vs Temperature.

These different trends can be caused by the low-swing approach. For a
better analysis of the impact of the temperature, the evaluation and precharge
time are plotted in Fig. 4.10. The time that the ML takes to precharge is not
affected by the low-swing approach. This is due to the simulation conditions.
To measure this time, the worst case scenario conditions were set. For the
NOR-type CAM, the ML was set with an initial condition of ML = 0 and
precharge of ML = Vpp. The LS-CAM was set to ML = Vpp, where it
did not matter if it does not reach that value, it is just to simulate the worst
case scenario. Therefore, the precharge time is not affected by the low-swing

approach and increases smoothly with the temperature.
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Figure 4.10: Precharge and evaluation times vs Temperature.
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On the contrary, the evaluation time decreases with the temperature
for the LS-CAM. This time it is influenced by the low-swing approach, since
for the delay measurement, the LS-CAM should go from 0V to Vpp — Vi and
the temperature decreases the threshold voltage of the nmos [21]. Fig. 4.11
shows how at higher temperatures the M L reaches a higher value in the same
time than the colder one. This triggers the inverter faster and gets a lower

evaluation delay for higher temperatures.
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Figure 4.11: Matchline response for two temperatures.

4.5 Segments variations

Finally both circuits were tested for different sizes of segments, with the ob-
jective of knowing how the LS-CAM behaves in different number of segments.
It also gives an idea of how suitable the circuit is for low energy techniques
that require the segmentation of the word.

The structure of the word that was used for all the tests were 2 seg-
ments of 64 bits each. To maintain the size of the memory, the word length
and the loads setting into the SLs and SLs are the same. The other two
configurations are a 4-segment and 8-segment word. To compute the match
or mismatch of the word, an AND tree logic was used, and the same for a
two segment word where the inputs of the logic are the M Ls of the NOR-type
CAM, and the inverter’s outputs of the LS-CAM.
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The measurement of the delay is similar to the 2-segment word. Just
one segment performs a 1-bit mismatch and the search time is measured in
the output of the AND tree. For the energy, one segment is set to perform a
mismatch with the 50% of the bits. Fig. 4.12 and 4.13 shows the delay and

energy results for the corners.
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Figure 4.12: Search time for different segment sizes.

The delay graph shows that for smaller segments the LS-CAM has a
worse performance than NOR-type CAM. On the typical simulation, for the
16-bit segment, the NOR-type is 180ps faster and for the 32-bit segment 154ps.
Having a lower capacitance load benefits the full swing ML. In the case of the
energy, the LS-CAM consumes less energy than NOR-type CAM for every

configuration.

4.6 Comparison

Table 4.1 shows a performance comparison between the conventional and pro-
posed cell with other works. The LS-CAM exhibits good results in the area
compared to other CAM in 65nm. Also, it achieves an acceptable energy
consumption, especially taking into account that it is similar to the 45 nm

technology CAMs. Additionally, it has a competitive search delay, and the



43

s
=]

N

Delay [ps]
o o =
[#3] co - ra

o
~

0.2

16 32 64
Segment size [bits]

Figure 4.13: Energy per operation for different segment sizes.

[22] reaches impressive times but for smaller memories. Finally, the ternary
CAM of [22] has a better performance, which achieves better search time and
energy consumption, but the search time is improved by its higher supply volt-
age and its smaller capacity. If the LS-CAM employ a voltage supply of 1.1V
the search time is reduced to 0.69ns which is almost the same of the TCAM.
Also, with the size reduction, the energy to load the SLs will decrease and

with it the energy per bit.

Conventional | LS-CAM | [23] [24] [25] [22] [22] [22]
Type BCAM BCAM | BCAM | TCAM | CAM | N-CAM | P-CAM | TG-CAM
Year - 2024 2017 2019 2014 2019 2019 2019
Technology 65nm 65nm 45nm 65nm 65nm 45nm 45nm 45nm
Capacity 256x128 256x128 | 128x32 | 128X64 | 128x128 | 32x32 32x32 32x32
Supply [V] 1 1 1 1.1 1.2 1 1 1
Search delay [ns] 1.565 0.895 1.25 0.68 1.07 0.603 0.115 0.119
Energy/bit/search [£]] 1.538 0.952 2.1 0.58 0.77 0.78 0.86 1
Cell area [pm?] 3.42 3.44 - - 3.8 - - -

Table 4.1: Performance comparison with other works.
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Chapter 5

Conclusions

The designed circuit is an SRAM-based CAM cell circuit of 11 transistors. 6
of them are the SRAM normal transistors, 4 of them perform an XOR logic
for the comparison and the last one connects the matchline to the power line
to perform the match or mismatch logic. The design was made for Vpp = 1V
aiming for energy saving, while keeping an acceptable searching time and area.

The proposed and conventional circuits were made in 65 nm node tech-
nology. The layout of the LS-CAM was made to get a pattern each two cells,
matching both by the match line and maintaining the area. LS-CAM cell
only occupies 0.63% more area than NOR-type CAM. The LS-CAM precharge
transistor is 3 times smaller but it requires a LO-skew inverter for each M L.
So the area is almost the same in both cells.

The robustness of the cells is almost the same, but the LS-CAM
achieves an 941ps average search time for 1000 Monte Carlo iterations while
the conventional CAM reach a 1581ps average search time. The corners simu-
lations shows that LS-CAM strongly depends on the nmos performance. How-
ever the objective is accomplished for every simulation, snd the energy con-
sumption is lower for the proposed circuit.

The low-swing approach was properly fit into the circuit. However
the operational voltage range is decreased due to the low-swing approach used
which depends on the Vpp and the Vi of the transistor instead of a reference
voltage circuit. The NOR-type CAM works from 0.3V and LS-CAM from
0.4V. The LS-CAM has a longer search time from 0.4V to 0.6V but only the
0.4V has a bigger energy consumption. For the target voltage, the LS-CAM is
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42% faster and consumes 33% less energy. The reduction of the voltage swing
and the capacitance load was expected to offer more than half of the reduction
of the power. However the results on energy per operation also takes into
account the increment of the the switching frequency, and the leakage current
between the SL and the power rails is bigger due to one nmos transistor instead
of two transistors in stack.

In terms of temperature, the energy consumption keeps the same trend
as the target voltage for all the temperatures. Contrary, the search time results
shows an improvement of the LS-CAM performance for higher temperatures.
The temperature decreases the threshold voltage of the nmos. Since the circuit
strongly depends on nmos performance and low swing-approach, the circuit
speed increases with the temperature.

Finally, the segment variations show that the LS-CAM reduces the
performance for smaller segments. The energy results are better for the LS-
CAM. This means that to save energy LS-CAM will be always better, but to
keep the performance, larger segments are more suitable for the LS-CAM. Also
the capacitance results show that the NOR-type adds more load to the search
lines than LS-CAM. With this in mind and the fact that the operation steps
and logic is the same, the pipelined schemes and hierarchical lines are suitable
for both circuits. The LS-CAM performs better with bigger segments, so it will
require less divisions and less extra circuitry to achieve the same energy saving.
Thus, the LS-CAM offers lower energy consumption and good performance,

specially for longer segment words.
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